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Abstract—We have already shown in earlier publications that
reciprocity of power-line channels, expressed by, e.g., S12 = S21

using scattering parameters, can provide the desired common
randomness for physical layer key generation. We had used
minima or maxima of those transfer S-parameters to select
possible keys. The tree-like power-line topology with bridge taps
that are imperfectly terminated, possibly just left open, provide
the means to create deep notches and, of course, local maxima
in between. Using those positions, however, does not work well
under noise conditions and power-line channels are known for
their stationary and non-stationary disturbances. Minima will
just be filled by noise, maxima that are wider than the minima
experience a ripple thereby making it difficult to obtain identical
positions under uncorrelated noise at the legitimate users’ ends.
To solve this issue, in here, we propose to instead use the
amplitude values at maxima positions. Disturbances there are
directly related to the noise amplitudes. High maxima and
corresponding key sequences resulting from amplitude quanti-
zation of the transfer characteristic are then less error-prone.
Further improvements to reduce noise effects are obvious, just
like averaging measurements, smoothing over frequency, or just
only accepting measurements above certain thresholds.
Quantization of amplitudes is carried out in log domain and
mapping to bit patterns is realized in a cyclic fashion together
with Gray coding. Key reconciliation is realized by shifting
measurements into the middle of quantization intervals.

Index Terms—Physical-layer security, physical-layer key gen-
eration, power-line communication, key reconciliation

I. INTRODUCTION

There are two totally different approaches to make use
of physical channel properties for security applications. One
builds on SNR advantages, i.e., channel capacity advantages
between legitimate users and to eavesdroppers. This was once
introduced by Wyner in [1]. Our application, however, is
physical-layer key generation making use of channel symme-
tries and random changes. Channel symmetries, i.e., channel
reciprocity, is a standard property already of passive two-
ports, expressed, e.g., as det(A) = 1, with an ABCD matrix A.
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This is equivalently described by S12 = S21 using scattering
parameters that are more commonly used in radio-frequency
engineering. There, the counterpart of the ABCD matrix is
the so-called T-matrix, which has the same property, namely
det(T) = 1. We are making use of S-parameters, where S12

and S21 describe the transmission from point 2 to 1 and 1 to
2, respectively.

Wireless time-division duplexing was known for its reci-
procity since long and there only the coherence time has to
exceed the ping-pong channel measurement duration and the
reciprocity is obvious since the channel is characterized by
waves traveling between reflection points or directly, where
rays combine at an antenna. Since the attenuation and reflec-
tion properties do not depend on the direction of transmission,
very naturally, the transfer function between Alice and Bob is
the same as from Bob to Alice to make use of the standard
naming convention of the two legitimate users. This property
is, of course, fully in line with S12 being equal to S21, which
is easily visible when the two-directional measurements are
displayed on a vector network analyzer.

An eavesdropper Eve that is located more than 6 wave-
lengths away from one of the legitimate users experiences
completely uncorrelated channel properties and hence, when
quantizing the channels in one or the other way, the key results
of the pairings Alice-Eve or Bob-Eve lead to unrelated key
sequences to the legitimate one, Alice-Bob.

In the power-line case, an eavesdropper could be located at
another socket and our earlier investigations in [2]–[4] show
that just like in the wireless case, the eavesdropper should
be located sufficiently apart from Alice or Bob to experience
different notch locations. Distances of a bit more than 1 meter
were found to be sufficient. Since in here, we will not use
the frequency location of notches or maxima any more, the
protection towards Eve is considered to be even stronger.

What needs to be discussed as well is that the channel
is required to change randomly, still, of course, preserving
the reciprocity, but this is ensured, anyhow. In wireless, this



change is realized by mobility of a terminal, where for
realization of the TDD ping-pong measurements, the channel
should not change much, but to the next measurements it
should change significantly. This means, mobility has some
constraints. Other options in wireless are reconfigurable an-
tennas or reconfigurable intelligent surfaces.

In the power-line situation, however, mobility is not pos-
sible. The cable connections to appliances and sockets are,
of course, fixed. Appliances themselves can change, by, e.g.,
turning them on or off. In here, we use random reactive
(lossless) loads at one branch end in the vicinity of Alice or
Bob. This was also seen as an effective possibility in practical
measurements. There is another possibility, which we have
also already studied practically. This is terminating an unused
pair with random reactive loads. When using the L-N pair
for transmission and key generation, e.g., N-PE would be
available for such random terminations. In this paper, we study
the first option by simulations to obtain a suitable number of
measurements to do statistics. The other termination option
will be later studied in more detail, too, but the effects are
determined by non-ideal cable properties that are not well rep-
resented in a simulation program where cables are considered
to be homogeneous. Coupling properties between wire-pairs
inside the same cable depend on the production process and,
in the power-line case, a lot on the layout of the cables on or
inside walls and, of course, the distribution points will play a
crucial role, too. Hence, we are well aware that a simulation
program cannot easily forecast the behavior here and, at best,
can give some impression under idealizing assumptions, where
the reality will provide even better conditions, especially, also
as far as eavesdropping is concerned.

Further steps in physical-layer key generation are, of course,
quantization, key reconciliation, leveling of the key probability
distribution, and finally, privacy amplification by some source
coding/hashing. We will describe a simple quantization and
key reconciliation scheme, where the latter should bring the
key-disagreement rate (KDR) into a range from which coding
schemes could effectively be used. The KDR RKDR is defined
as

RKDR =
1

Nk

Nk∑
i=1

KA(i)⊕KB(i) (1)

where KA and KB denote Alice’s and Bob’s key bits, respec-
tively, and Nk denotes the total number of collected key bits. A
typical coding scheme for key reconciliation is, e.g., Slepian-
Wolf coding as described in [5]. Depending on the signal
probability distribution and the chosen quantization, the key
sequences will not necessarily be equally distributed, which is
a requirement for a suitable key sequence. One may adjust the
quantization regions accordingly or apply arithmetic encoding
to achieve equally distributed key symbols without statistical
bindings. When applying Slepian-Wolf coding schemes, parity
or syndrome information has to be communicated over the
public channel. A proper hashing has to be applied which
reduces the number of usable key bits by the amount of
transmitted parity / syndrome bits. Also, any other possible

key leakage has to be counteracted by privacy amplification
[6].

In the following section, we will describe the simulation
setup followed by the procedures for quantization, a first
step for key reconciliation, and the labeling to key sequence
segments outlined in Section III. Simulation results will be
shown in Section IV, and Section V concludes the paper.

II. SIMULATION SETUP

To be able to do statistics, we had to refrain to simulations
of the power-line network. We used a simulation package once
set up by Gruber and Lampe1 [7], [8]. The simulation package
allows to determine transfer functions from per-unit length
parameters derived from a numerical solver. We idealized
assuming S12 = S21 in the noise-free case to be equal to
the computed transfer function. The package allows multi-pair
arrangements and in a tree-like configuration, a carry back of
terminations to branch points allows to determine the overall
source-sink behavior. We will not give details here and refer
the reader to Gruber and Lampe’s original works or a short
summary in [4]. We may however mention that we had to
modify the relative permittivity εr to 1.5, which should ideally
be 4 for PVC. Otherwise, the characteristic impedance of the
cable would not have matched the actual measured one. This
is explained by the fact that the cable is not tightly filled and
the insulators are also foamed, not consisting of rigid pure
PVC.

We selected a small 6-node network with the legitimate user
ends Alice and Bob plus additional end points BE1-BE4 as
shown in Fig. 1. BP labels the branch points, BE the end end
points, numbers at edges specify the length in meters. BE2-
BE4 were terminated randomly with appliances such as PC,
fridge, coffeemaker, and vacuum cleaner, where we took their
properties from [9] extended by socket connections with short
cables that we had measured ourselves.
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Fig. 1. Tree structure of an exemplary power-line segment network

1We gratefully acknowledge the support by Lutz Lampe at UBC



BE1 at a distance of only 2 m from Alice was used to place
random reactive loads, i.e., capacitances and inductances with
values from 1 pF to 50 pF and 1 nH to 1 µH, respectively.
The latter, we chose in a log-scale fashion to bridge the
larger range. Those value ranges were chosen to be practically
realizable and also lead to a corresponding amplitude spread
to ensure a suitable variation of the resulting quantization
outcomes.

III. QUANTIZATION, KEY RECONCILIATION, AND
LABELING

To improve noise tolerance, we are only considering the
global maximum position, which depends on the chosen reac-
tive load. We scanned the range of those loads and determined
the global maxima of all, which we denote as fallmax. One
may for the actual key generation, only consider maxima in
a range around fallmax, e.g., [fallmax − c

2ltyp
, fallmax +

c
2ltyp

].
c is the speed of light and ltyp a typical length of the power-
line cable arrangement. This is to limit the search to around
the interesting area where the reactive load changes the local
behavior. For this paper, we used global maxima over the
complete measurement range.

We decided for quantizing the log-scale of the transmission
coefficients, i.e., in dB scale, where so far, we linearly quantize
in arbitrarily choosable steps. This can simply be realized by,
e.g., a floor function after proper scaling, leading to integers
as a label for the quantization intervals. For mapping those
intervals to bit patterns, we number them in a modular fashion,
i.e., for a certain number of bits n, we periodically label them
with 0 to 2n−1. This is realized as the remainder of a modulo
division. The resulting label is then mapped to a bit pattern
according to Gray mapping. This ensures to only have a one
bit mismatch, if uncorrelated noise would lead to different but
neighboring quantization intervals for both directions.

A first step of key reconciliation can be realized by trans-
lating one of the maxima measurements, e.g., of S12 to
the middle of the quantization interval. This minimizes the
key disagreement ratio, which is defined as the ratio of the
number of different key bits relative to all generated ones.
When moving values to the middle of the interval, the values
resulting from the opposite direction, i.e., S21, would be close
to that value and the chance to cross the quantization threshold
would be minimized.
The advantage of this translation method is that the translation
can be publicly communicated without jeopardizing secrecy
at all. Additionally, it does not reduce the key generation
rate, i.e., the rate of usable key bits. Other simple approaches
like introducing guard bands at quantization thresholds would
reduce the key generation rate according to the share of guard
bands.

Figures 2 to 5 illustrate the procedure, where the centering
of quantization results are shown in Fig. 2 and zoomed-in as
Fig. 4. What is visible is that the chosen range of inductances
leads to less variability than for capacitance terminations.

The described translation procedure is considered as a first
step of key reconciliation, only. It will, as we can recognize
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Fig. 2. Quantization intervals shown with S12 including centering of quan-
tization results shown as circles; blue: capacitive terminations, red: inductive
terminations
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Fig. 3. Quantization intervals shown with S21 using the shift from S12

quantization centering

from our simulation results in the following section, not yet
achieve desired very low key disagreement ratios. However, it
brings it into a range that is a good starting point for Slepian-
Wolf coding (see the options in Fig. 6) to finally match keys
with a high probability.

We investigated LDPC code design for Slepian-Wolf coding
in [5]. One has to note that additionally to the structure shown
in Fig. 6, the transmitted redundancy in the form of the syn-
drome or parity has to go through a physical (public) channel
which is additionally disturbed and requires some additional
error correction. Hence, the redundancy is not just given by
the conditional entropy H(X12|X21), but has to additionally
provide protection again channel errors. The decoder has then
to process parities and parities of parities experiencing noise
from the physical channel which might be modeled as AWGN.
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Fig. 4. Zoom-in of Fig. 2
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Fig. 5. Zoom-in of Fig. 3

syndrome
former syndrome

former

inverse

decoder
channel

encoder

decoder

X12

X21

S

X̂12

decoder
channel

channel
encoder

systematic bits

parity bits

X12

X21

X̂12

Fig. 6. Slepian-Wolf coding as syndrome and parity approaches

The density for the noisy measured X21 is different and
leads to also non-consistent densities of log-likelihood ratios.
The code design ideally takes those differences into account,

leading to multi-edge-type code constructions in case of LDPC
codes. We are about to publish more elaborate studies on such
codes.

IV. SIMULATION RESULTS

For the KDR results shown in Fig. 7, we selected quan-
tization interval widths (Q in dB) and a number of key bits
per quantization and corresponding mapping cycle (I) for bit
patterns according to the following table.

Interval width Number of bits no. of intervals
Q / dB log2 I I

1 3 8
1 4 16
2 3 8

0.5 3 8

AWGN was added, no averaging of measurements per-
formed. Averaging will, of course, move key-disagreement
rate curves to the left. For power-line applications, due to non-
stationary noise, some averaging has to be performed, anyhow.
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Fig. 7. Key disagreement ratio for 1 and 2 dB quantization interval width
and cyclic Gray code mapping repeating mapping of 16 and 8 intervals,
respectively

Since the quantization steps, number of intervals, and the
selection of reactive terminations was not yet optimized in any
form (just chosen such that they could be easily implemented)
it was expected that the distribution of quantization results
and hence resulting key segments are not at all uniformly
distributed. In figures 8 to 11, we show exemplary histograms
for the four cases.

Indeed, frequency distributions are far from uniform. One
may use arithmetic coding or other approaches to obtain a
uniform distribution, but in future work, we will optimize the
quantization and termination options jointly.
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Fig. 8. Frequency distribution over quantization intervals for an interval width
of 1 dB and 3 bit segment size
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Fig. 9. Frequency distribution over quantization intervals for an interval width
of 1 dB and 4 bit segment size

V. CONCLUSIONS

The reciprocity of transfer scattering parameters was used
as a basis for key generation and reactive terminations at some
branch end were used for randomly changing them.

We showed that instead of frequency locations of notches
or maxima as the basis for key generation discussed in our
earlier papers, using the value of the maximum could be more
suitable. The key disagreement ratio can easily be improved
by averaging measurements thereby making the scheme prac-
tically applicable at given SNRs. An averaging is anyhow
necessary in power-line environments due to non-stationary
noise conditions.

Randomly chosen reactive, i.e., lossless terminations at
some branch end not too far form one of the legitimate users
allowed to randomly change produced key segments. To make
the distribution of key segments uniform, a joint optimization
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Fig. 10. Frequency distribution over quantization intervals for an interval
width of 2 dB and 3 bit segment size
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Fig. 11. Frequency distribution over quantization intervals for an interval
width of 0.5 dB and 3 bit segment size

of quantization and terminations will follow. So far, the range
selection, quantization, and termination choices were guided
by simplicity and practical issues.

We have not discussed eavesdropper issues much, since we
already showed in earlier works that a little distance from
the legitimate nodes will already ensure that the frequency
locations of notches and maxima are different, since the tree
structure that an eavesdropper sees is very different from
the one of the legitimate users. In the given scheme now,
additionally, the amplitude of the maximum, not only the
frequency location, would have to be estimated, which seems
impossible.

As an alternative to reactive terminations at some branch
end, we are confident that likewise, terminations at unused
wire pairs at one of the legitimate nodes leads to similar
effects, possibly requiring a different search procedure for a



suitable frequency range. We have not yet simulated this case,
knowing that practically, non-ideal cable properties define the
coupling between wire pairs a lot and hence will influence
the effect of reactive terminations at unused pairs. Non-ideal
cable properties cannot easily be simulated, but we have seen
the effects of such terminations from practical measurements.
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