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Abstract

Unequal Error Protection (UEP) is the key to future prioritized data communication, multilevel

quality of services (QoSs), and scalable multimedia transmission. This means that these appli-

cations provide data of different importance and require different error protection. Under these

conditions, multicarrier modulation is highly recommended due to its suitability for adapting

individual sub-carriers, which are subject to different channel conditions, with different bit rates,

code rates, and powers according to any given performance constraints.

So far, many channel adaptive bit-loading algorithms in multicarrier systems have been devel-

oped and new coding schemes have dramatically enhanced the system performance. However,

these algorithms treat all sub-carriers equally (non-UEP), i.e., the average error rate will roughly

be the same for all subcarriers. Based on some of these readily available bit-loading algorithms,

we propose a set of new UEP bit-loading schemes that allow for allocating an arbitrary number

of bits with arbitrary noise margins or symbol error-ratios (SERs), thereby realizing UEP at the

modulation level. In these schemes, the subcarriers are subdivided into smaller sets, where each

set is dedicated to a certain priority class. Moreover, we propose different partitioning schemes

that require minimum complexity and overhead.

In general, adaptive transmission techniques require closed-loop communications by using feed-

back links or exploiting the channel reciprocity. In this thesis, closed-loop adaptive schemes have

been realized for two different physical single-input single-output (SISO) channels, the wired and

the wireless. In wired systems, the channel transfer function is considered to be deterministic

and, therefore, requires very limited monitoring. However, it suffers from non-stationary impulse

noise. In this case, a robust signal-to-noise ratio (SNR) sorting scheme has been proposed to

better protect the high-priority data. In contrast to the wired channels, the wireless ones are

more susceptible to varying conditions due to mobility. This implicates a study of the feedback

link quality and reliability.

We introduce two different subcarrier allocation methods. The first method is a sub-carrier

partitioning mechanism, where a given set of (sorted) subcarriers are divided amongst different

priority classes in order to preserve certain QoSs. This can be realized, or approximated, using a

set of complex nested iterations. As an alternative to the first method, a multilevel (hierarchical

and non-hierarchical) modulation technique has been introduced to avoid lengthy searching and

sorting.

As an extension to our work, we modify these prioritized adaptation schemes to realize UEP in

multiple-input multiple-output (MIMO) channels as well. Hereto, the spatial and the spectral

information, provided by the channel state information (CSI), will be exploited to realize UEP.

This new prioritized adaptation, combined with the SNR robust sorting, results in a trade-

off between spatial multiplexing and diversity gains in case of CSI uncertainties and different

antenna correlations.

Moreover, we consider bit-loading and channel adaptation techniques for multiuser systems

with different QoS requirements. This has been performed by extending our conventional UEP

approaches to achieve prioritized transmission across a given number of users using orthogonal
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frequency division multiple access (OFDMA), block-diagonalized (BD) space division multiple

access (SDMA), and non-orthogonal SDMA. Using MIMO-OFDMA, we succeed in maximizing

the capacity by utilizing the different users’ eigenchannels and exploiting the multiuser diversity.

One user in a BD-SDMA enjoys the orthogonal projection to the other users’ null-space. Thus,

multiuser interference (MUI) is completely eliminated unless the CSI at the transmitter is

incorrect. Even then, our UEP adaptive scheme succeeds in protecting the important classes.

Finally, we consider the non-diagonal SDMA, which is the most challenging approach in this

thesis. However, in this case, our prioritized transmission outperforms the multiuser multiple

access technique using MMSE with QoS constraints.

After all, our proposed algorithms succeed in realizing the proposed UEP in wireline and wireless

environments under diverse channel conditions and different link-qualities. Furthermore, we

show that our prioritized transmission schemes exploit limited feedback regimes efficiently,

where they consistently outperform either non-adaptive or adaptive methods with equal error

protection (EEP).
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Chapter 1

Introduction

1.1 Prioritized Adaptive Digital Communication

Modern digital communication has to cope with the drastically growing demands for audio,

video, and reliable data communication. There are many schemes which have been

traditionally utilized to enhance the communication speed. Time, frequency, and space diversity

are examples of these contributions together with enhancing the SNR at the receiver by means of

maximum ratio combining [15]. In these schemes, replicas of the transmitted data are received

through uncorrelated channels and combined at the receiver in order to have constructive data

addition and destructive noise addition. Thereby, the SNR is maximized and higher data rates

can be achieved. Transmit diversity has also been used since the early days of digital mobile

systems in order to increase the SNR at the receiver and enhance the reliability [16].

However, transmitting fast data symbols over band limited channels will result in a residual

inter-symbol interference (ISI), due to the dispersive channel impulse response [16]. In this

case, the energy of the transmitted symbols smears into neighboring symbols1. Equalizers,

which can be represented as tapped delay line filters, have been introduced in literature as an

approach to eliminate the remaining ISI due to channel dispersion [15, 16, 17]. The taps of

the equalizer are adapted using symbol-by-symbol or sequence estimation algorithms. Those

techniques require a huge computational complexity, which increases linearly with the data rate

[17]. Vast efforts have been exerted to investigate an equalizer-less communication; this effort

brought up multicarrier technique in the mid 60th [18, 19]. In this scheme, the total bandwidth

is divided into multiple subcarriers, each of which carries a lower data rate in order to mitigate

ISI. When these subcarriers are overlapped orthogonally (not interfering), it is called orthogonal

frequency division multiplexing (OFDM) [20] in wireless bandpass multicarrier communication.

In baseband communication, such as wireline and cable systems, this is known as discrete multi-

tone (DMT). There is no reason for such separation, since wireless multicarrier system is, of

course, a discrete multi-tone and the wireline DMT is also an orthogonal frequency division

1Morse first noticed it on the transatlantic telegraph cables transmitting messages using dash/dots [17], i.e.,

causing interference. He solved this problem by slowing down the transmission, which was not efficient from the

rate point of view.
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multiplexing.

After the OFDM success in combating the residual ISI, the major research efforts have been

dedicated to approach the capacity limits of fading channels. Claude Shannon [21] established

the theoretical limit of the channel capacity, which defines the amount of error free data that

can be transmitted over a given channel. In case of fading channels, the capacity limit can

be achieved only if the channel varying fading levels are tracked on every subcarrier using the

channel side information at both the transmitter and the receiver [22]. A water-filling approach

suggests to allocate variable power on each subcarrier with variable data-rates [23] according

to the channel state information (CSI) at the transmitter, i.e., closed-loop communication. If

the channel reciprocity can be exploited, e.g., when time division duplexing (TDD) is used, the

transmitter can easily know the channel from the previous received symbols, where the receiver

estimates the channel using either symbol aided or pilot aided schemes [24]. In frequency division

duplexing (FDD), the CSI has to be fed back to the transmitter through another feedback

channel. This makes the fed back information susceptible to feedback channel errors and rate

limitations. Figure 1.1 depicts the suggested closed-loop communication approach with readily

available channel state information (CSI).

x(t)

H(f)

f

x(t)*h(t)

y(t)

n(t)
Noise

Prioritized

Source Data

Source

Encoder Decoder

Source

Encoder

Channel
Decoder

Channel
Adaptive

Figure 1.1: Block diagram of an adaptive digital communication system

1.2 Motivation for Prioritized Adaptive Modulation

To attain adaptive communication in a closed-loop link, the different channel gains have to

be orthogonalized, i.e., convert the conventional channel into a set of non-interfering parallel

transmission links. In case of single-input single-output (SISO) channel that uses OFDM, the

linear convolution with the channel is converted into a circular one. This is done by introducing

a cyclic prefix (CP), which is longer than the channel dispersion. In addition, an inverse discrete

Fourier transform pre-processor (at the transmitter) and a discrete Fourier transform post-
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processor (at the receiver) are introduced to diagonalize the channel matrix in order to maintain

non-interfering subcarriers [25].

In multiple-input multiple-output (MIMO) systems, the channel spatial coefficients between

each receive-transmit antenna pair (ir,jt), hir,jt , forms a non-diagonal channel matrix H, which

introduces interference at the receiver. Therefore, pre-and post-processing operations are per-

formed to diagonalize H and convert it to a set of parallel (non-interfering) beams. Hence,

the resultant diagonal gains can be utilized to maintain the link adaptation. Therefore, if a

MIMO system is combined with an OFDM system (MIMO-OFDM), the adaptation will take

place simultaneously in space and frequency. This converts the adaptation process into a two

dimensional problem.

Spectrum and time sharing systems have been traditionally exploited in multiuser communica-

tions using the two well-known techniques, frequency division multiple access (FDMA) and time

division multiple access (TDMA). However, from multiuser information theory, simultaneous

reception from different users achieves the multiple-access channel (MAC) capacity region of

the MAC channel [26]. Costa in his paper [27] introduced the dirty-paper code (DPC) which

achieves multiuser capacity by pre-subtracting the known multiuser interference (MUI) at the

transmitter. However, combined with a MIMO system, spatial division multiple access (SDMA)

can also be exploited to achieve the capacity region using a full diagonalization technique,

e.g., block-diagonalization technique [28]. In such a scheme, MUI is totally suppressed by

transmitting to each user a beam that is orthogonal to other users’ beams [29]. However,

non-orthogonal transmission or quasi-orthogonal transmission can still approach the capacity

region with minimal side constrains [30]. Nevertheless, combining these previous approaches

with OFDM guarantees a reliable frequency sharing among the users if SDMA is not feasible

[31] or the required quality of service (QoS) is not maintained. Accordingly, spatial-frequency

adaptive schemes can allocate resources among users according to the required rate, quality of

service (QoS), etc..

In the majority of the existing adaptive techniques, the symbol-error rate on every part of

the transmitted data is assumed to be constant. However, due to the presence of modern

source encoders, e.g., used for scalable video which already delivers data of different importance,

prioritized transmission needs to be investigated more. This makes unequal error protection

(UEP) a topic of great importance. Throughout this thesis, we consider UEP channel adaptation

for OFDM, MIMO, and multiuser systems. This has been achieved by diagonalizing the different

fading channels and utilizing the different channel gains and spatial layers (across different

antennas or different users) to achieve a certain UEP or QoS profile.
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1.3 Channel Models

This section gives an introduction to the dispersive guided (wireless) and unguided (wireline)

channel models. In wireline cables, the channel is given by the transfer function of the used cable.

It is directly related to the cable characteristics and its length, which are almost deterministic

values. Due to this fact, most of the well-known bit and power allocation schemes, e.g., [32, 33],

have been designed for wireline communications. In the following, we discuss one of the most

convenient DSL cable transfer function which is known as MAR model followed by the frequently

used Clark and Gans wireless channel model [34].

1.3.1 Guided Channel: Wireline Model

In wireline communications, the signal propagates in a guided medium, i.e., not allowed to

diverse in the space. However, it rather propagates through an isolated copper cable. ADSL

and VDSL are known to be data-over-voice systems, where data is transmitted over existing

old telephone cables. In this case, data is allocated to the higher frequencies leaving the

lower frequencies to the existing voice calls as in Fig. 1.2.a [35]. However, reusing the old

infrastructure means transmitting under adverse disturbances like near- and far-end crosstalks,

linear (amplitude, phase, and delay) distortion, and impulse noise that comes from relays, hooks,

switches, lightning, railways, etc.. The following subsections are devoted to an overview of

the wireline channel and its disturbances. Throughout this thesis, we assume ADSL2plus-like

parameters with -40 dBm average transmitted power [36].
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(a) The ADSL spectrum (FDD version) (b) NEXT and FEXT generation in UTP cables

Figure 1.2: ADSl cable spectrum and cross-talks

The old telephone cables used are commonly unshielded twisted pair (UTP) cables. These

cables are usually found to be buried in bundled groups or layers. Therefore, some of these pairs

may couple their signals into others either at the near ends, which is called near-end crosstalk

(NEXT), or at the far ends, which is far-end crosstalk (FEXT), [25]. These are the stationary

disturbances in the wireline environment. However, there are non-stationary impulses which

are, sometimes, more critical than the previous impairments due to their high amplitudes [37].

In the following we introduce both, stationary and non-stationary noise.
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1.3.1.1 Stationary crosstalk noise and AWGN

Figure 1.2.b depicts a model for NEXT and FEXT generation inside cables. Here, the trans-

mitted signal from the upper pair is causing a crosstalk at the near end (NEXT) and the far

end (FEXT) to the lower pair, and vice versa. However, in DSL environments, NEXT is a

strong impairment, while FEXT is less harmful2. This is because FEXT has to propagate

through the cable, which additionally attenuates the coupled signal before it reaches the other

end [25]. Therefore, we consider only the NEXT disturbance; especially, the most disturbing

NEXT signals for ADSL which are coming from T1 and HDSL3 sources.

1.3.1.2 Non-stationary impulse noise

Non-stationary impulse noise can be generated by a variety of man-made equipment and natural

effects, which are divided into external and internal (switching) events. The external events may

be electronic discharges, fluorescent tubes, lightning, etc. Internal switching impulses are caused

by switching processes, which have been diminished due to the new digital and software defined

switches [37]. Sudden voltage changes occurring on the cable pairs were coupled to the next

neighboring loops by means of NEXT and FEXT coupling paths. In this thesis, we study real

measured impulses. However, to compute a pseudo PSD, the frequency domain of the impulse

noise signal was calculated using an FFT assuming it to be a stationary event. This, of course,

splits the analysis into two distinct events:

1. Without impulse noise: during non-impulsive reception.

2. With impulse noise: considering only the instant where the impulse noise is applied to

the medium. Thus, the sampled data plus impulse FFT values are used to find a pseudo-

periodogram (as in [37]).

1.3.1.3 Cable transfer function

For numerical results, an ADSL2 plus with 512 subcarriers [36] is considered using an Austrian

0.4-mm cable of length 2 km. Wireline channels are mainly characterized by propagation losses

and linear distortions. The so-aclled MAR 1 model, was first introduced by Mossun in [38],

was selected due to its causal time domain impulse response. The series-impedance Zs and

shunt-admittance Yp for the MAR 1 model is given by [39]:

Zs = j2πfL∞ + R0

(
1

4
+

3

4

√

1 +
as(f)(s(f) + b)

(s(f) + c)

)
, (1.1)

Yp = 2πfCf · (j + tan(δ)) and s(f) =
µ0jf

0.752R0
≈ jf

447.6R0
, (1.2)

for µ0 = 4π10−4[H/km]. The approximated seven MAR 1 model parameters for an Austrian

0.4-mm cable are given by Table 1.1.

2still very relevant in ADSL and VDSL where FEXT is avoided
3HDSL is not a strong disturbance



6 1.3. CHANNEL MODELS

Table 1.1: MAR model parameters for 0.4 mm Austrian cable

Parameter Definition Value Unit

R0 DC resistance 291.973 [Ω/km]

L∞ high frequency inductance 6.3715·10−4 [H/km]

a Proximity factor a 1.37005 constant

b Proximity factor b 1.12015·10−14 constant

c Proximity factor c 0.161583 constant

δ shunt-capacity loss angle 0.0058163 constant

C1MHz capacitance 3.42986 · 10−8 [F/km]
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Figure 1.3: Cable impulse response and Next + impulse disturbances

1.3.2 Unguided Channel: Wireless Dispersive Model

Unguided channels, e.g., wireless channel, differ in many respects from the wireline ones, first,

the received signal is subject to the propagation path loss [34] which is inversely proportional to

the distance between the base station (BS) and the mobile set (MS) and affected by obstacles

and shadowing bodies, i.e., large scale fading (path-loss) model. Secondly, in wireless channels,

we do not receive only a single dominant line-of-sight component, however, we receive replicas of

the transmitted symbol. Each of these received signals is delayed by a certain delay τl, making

the total impulse response spreads over a time τs. Thereby, the total channel impulse response

is the superposition of all these received rays at the receive antenna.

Furthermore, when the receiver moves, the channel impulse response varies according to the

movement speed and direction. This complicates the analysis and tracking of such fast varying

environment. Figure 1.4 depicts the typical wireless channel situations.
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Figure 1.4: Practical wireless channel model

1.3.2.1 Single-path fast-fading wireless channel

As shown in Fig. 1.4, the received signal arrives at the receiver as a delayed-scattered version of

the transmitted signal, each version has different gain and different phase [34]. If the differences

between delays are much smaller than the symbol duration, these paths are said to be non-

resolvable paths. This generally happens in narrow-band channels, if the scatterers are close to

each other forming a cluster of condense scatterers [24]. The resulting path is assumed to be

the summation of a all scattered/reflected rays that arrive at the receiver with different angle-

of-arrival (AoA) and different amplitudes. Finally, these incident rays can be constructively or

destructively summed resulting in a gain or a fade, respectively.

If the differences between the delays of these scattered paths are bigger than (or equal) the

symbol duration, these paths can be resolved at the receiver antenna forming a tapped delay

channel model [15]; this is discussed later in detail. However, for instance, we assume a single

path channel or non-resolvable scatters for a moving receiver. As in Clarke [40] and Jakes [41],

if a mobile unit moves with a velocity v, a frequency response will have a Doppler spreading

fd =
v

λ
cos θd , (1.3)

where λ is the radio wave length and θd is the angle-of-arrival (AoA) of the incident wave on

a vertically polarized receive antenna. Corresponds to this frequency dispersion, the received

phase is distorted with a Doppler phase shift, which is calculated as φd = 2πfdt, i.e., assuming

a constant Doppler frequency. Therefore, the resultant impulse response can be written as a

summation of S in-phase and quadrature-phase sinusoids as

Ez(t) =
S∑

s=1

cdsej(φds +θds ) , (1.4)

where cd is a real random variable with Gaussian distribution and θd is a random phase which

has a uniform distribution in [0, 2π). If the number of scatterers in the medium is sufficiently

high, the summation of the scattered rays results in a complex Gaussian random variable with
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a Rayleigh envelope [42]4. Furthermore, if the reciprocal of this Doppler frequency (coherence

time of the channel) is less than the symbol duration, the mobile unit will encounter a fast

fading situation, i.e., time-selective characteristic. Jakes also showed in his book [41] that the
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(b) Fading every λ/2

Figure 1.5: Rayleigh fading due to Doppler effect

autocorrelation of the in-phase and the quadrature-phase parts of the channel are equal and

has the distinct U-shape Doppler power spectrum density (PSD) (also called Jakes’ PSD) as in

Fig. 1.5.

This can be seen as a periodic fading which occurs every λ/2 displacement (as in Fig. 1.5.b) for

a constant velocity ν. The normalized autocorrelation function in this case is approximated by

a zero-order Bessel function of the first kind [15], such that

ρc(τd) = J0(2πfdτd) , (1.5)

where τd is the sample spacing in seconds and ρc is the channel correlation coefficient. After

any given time delay τd, the uncertainty indicator (channel uncertainty variance) σ2
Ξ is given by

σ2
Ξ(τd) = (1 − |ρc(τd)|2)σ2

h , (1.6)

where σ2
h is the channel variance and σ2

Ξ is error variance. For a relatively slow Rayleigh fading

channel, the upcoming channel values can be predicted using the previous instantaneous channel

samples only. This can be utilized in the adaptive communication using limited feedback regimes,

where we can feedback sub-samples of the channel, i.e., every Ts, and predict in between them.

According to (1.6), the erroneous channel coefficient ĥ(τ, τd) for a given path l is given by

ĥ(τ, τd) = h(τ) − hΞ(τd) , (1.7)

where the channel errors hΞ ∈ CN (0, σ2
Ξ). If there are other kinds of errors, e.g., quantization

error and channel estimation errors besides the given delay τd, the channel errors hΞ(τd) can

still be assumed to be white Gaussian [44] with the variance in (1.6).

4According to central limit theory, the mean of a sufficiently large number of i.i.d. variables will be

approximately Gaussian distributed [43].
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If a LoS or a significantly strong reflected component is received at the receive antenna, the

channel mean will not be zero mean any more. This is known in literature as the Rician

channel model, where a dominant path is received plus a number of highly scattered Rayleigh

components. The ratio between the signal power of this strong component to the total power

in the weak (reflected) ones is K. If K tends to zero, the channel tends to be a pure Rayleigh

fading.

1.3.3 Multi-path Fast-fading Channel Impulse Response

Let us assume a dispersive channel h(t) that has Lp resolvable channel paths (echoes). Some of

these paths are assumed to be coming from a single scatterer passing through a single rout; the

other paths may be subject to a non-resolvable dense scattering clusters, as discussed before.

However, each of these echoes will hit the receive antenna at a different delay τl, amplitude

βl, and phases θl. For those paths coming through the non-resolvable dense scatterers (as in

Fig. 1.4), their amplitudes and phases are generated from the superposition of these scattered

rays in each cluster, as in Eqn. (1.4). Accordingly, the resulting time-variant channel impulse

response of these Lp echoes, at an observation time t, can be defined as [45, 46]

hscattered(t) =

Lp−1∑

l=0

βl(t)pl(t)e
jθl(t)δ(t − τl(t)) , (1.8)

where t is the observation time, βl is an i.i.d. zero mean random complex Gaussian variable, θl is

uniformly distributed in [0, 2π), and pl are the factors of a power delay profile which represents

the power profile on each path [34]. If the reciprocal of the total delay spread, i.e., 1/τs, is

much smaller than the coherence bandwidth of the channel, the frequency response will be very

selective, i.e., different parts of the symbol band undergo different gains [15].

The gain for each path βl is assumed to have a zero mean, i.e., the ensemble average of each

path over time will vanish. This characterizes the Rayleigh fading channels to be zero mean

fading models. However, if there exists a dominant path or a line of sight (LoS) component, the

channel has a Rician distribution and with a mean K [42]. Now, consider a channel with Rician

LoS component and a few other scattered Rayleigh paths; the overall impulse response can be

written as

h(t) = hLoS(t) + hscattered(t)

=

√
K

K + 1
︸        ︷︷        ︸
Rician mean

ejθr(t) +

√
1

K + 1

Lp−1∑

l=0

βl(t)pl(t)e
jθl(t)δ(t − τ)

︸                                                  ︷︷                                                  ︸
Rayleigh component

, (1.9)

where θr is the random phase of the LoS path, which has a uniform distribution ∈ [0, 2π).

Assuming a mobile unit that moves with 40 km/h and 9 different scattered paths. Each of these

paths comes from multiple non-resolvable echoes with different Doppler frequencies that span

the Doppler PSD in Fig. 1.5.a. The frequency-selective fast-fading channel response in time and

frequency is shown in Fig. 1.6.



10 1.3. CHANNEL MODELS

10000
15000

20000

25000

30000

35000

40000

45000

50000

0

100

200

300

400

500

600

0

0.5

1

1.5

2

2.5

frequency subcarriers time samples

am
p
li

tu
d
e

Figure 1.6: Frequency-selective fast-fading wireless channel using multicarrier transmission

In the following section, more details about the research methodology and the thesis contribution

are outlined.
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Outline of the Thesis

This thesis is basically divided into 6 chapters.

Chapter 2: Diagonalized Transmission Systems

This Chapter introduces some of the diagonalized digital transmission approaches. For single

user with SISO channel, OFDM (or DMT in wireline) is used, which succeeds in diagonalizing

the channel convolution matrix in frequency domain using discrete Fourier transform (DFT) and

inverse DFT (IDFT). We show also how Fourier meets Shannon by adapting power and rates

over these diagonal subcarriers using water-filling in order to maximize the channel capacity. In

multiple-output multiple-input (MIMO) channels, the diagonalization is done across the spatial

dimensions using a simple pre- and post-processing matrices. For multiuser transmission, we

discuss both diagonal and non-diagonal multiuser transmission

Chapter 3: Novel UEP Adaptive Algorithms

In this chapter, we introduce some of the readily available bit-loading algorithms in multicarrier

modulation. Thereafter, our modifications to these algorithms are discussed in order to realize

UEP using adaptive margin separation. Thus, we started with a straightforward subcarrier

partitioning method that uses a complex binary search. Later, we introduce another two

partitioning schemes, which are less complex. Additionally, we introduce two sorting mechanism.

The first one is an intuitive method, and the second is more robust against non-stationary noises.

Chapter 4: Adaptive UEP Multilevel Modulation

In this chapter, we introduce a new technique that utilizes, especially, the greedy bit-loading

algorithms, e.g., Hughes-Hartogs, to realize UEP using hierarchical and non-hierarchical modu-

lation. This we call multilevel modulation, where our UEP bit-loading is free to allocate unused

subcarriers or embed more constellation resolutions using hierarchical modulation.

Chapter 5: MIMO Channel with Prioritized Transmission

We extend our modified UEP bit-loading to adapt a MIMO-OFDM system. Hereto, we utilize

both frequency subcarriers and eigenchannels. This is carried out by exploiting the suitability

to sort and adapt the given spatial and spectral resources using our proposed sorting and

partitioning schemes. Furthermore, we examine our developed approaches under different limited

feedback schemes. Finally, we propose an adaptive successive interference cancellation algorithm

that preserves our UEP profile.
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Chapter 6: Prioritized Multiuser Transmission

Our developed bit-loading algorithms in Chapter 5 are used for realizing multiuser transmission

with different QoS. Using different multiple access schemes, i.e., frequency division multiple

access and space division multiple access, we succeed to preserve the users’ resources orthogonal

or, at least, with minimum interference. Our proposed algorithms succeed in preserving the

selected UEP profile with a performance gain compared to the non-adaptive non-prioritized

schemes.

Chapter 7: Conclusion and Future Work

Finally, this chapter contains the conclusions and our possible future working directions.
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Chapter 2

Diagonalizing Transmission Systems

In order to achieve simultaneous (non-interfering) communication, the channel has to be diago-

nalized using pre- and post-processing at the transmitter and receiver sides, respectively. This

requires building a closed-loop communication with a readily available channel state information

(CSI) at both sides. Thereby, in orthogonal frequency division multiplexing (OFDM), multiple-

input multiple-output (MIMO), and MIMO-OFDM combination, the channel is converted into

a set of parallel sub-channels in frequency and space. For the single-user case, these parallel

channels are utilized for simultaneous data transmission. However, these resources can also be

used for scheduling multiple users according to their requirements and sub-channel qualities. In

the following, we introduce the diagonalization process in OFDM, MIMO, and across multiuser

transmission using MIMO-OFDM.

2.1 Orthogonal Multi-Carrier Transmission

Conventional multicarrier modulation succeeds in avoiding the ISI by slowing down the data

transmission rate. This has been done by extending the symbol interval through parallel

transmission using N narrow frequency subcarriers (non-overlapping), each of which carries

a lower symbol rate. However, in total, the required data rate is still maintained. In orthogo-

nal frequency division multiplexing (OFDM), the subcarriers are allowed to overlap, however,

with orthogonality maintained by guaranteeing no inter-carrier interference (ICI) at the center

frequency of the other subcarriers. In other words, the frequency response of any subcarrier

is zeros at multiples of the subcarrier spacing ∆f = 1
Ts

, where Ts is the OFDM total symbol

duration (see Fig. 2.1).

The subcarriers in the DFT domain are modulated in frequency using an inverse discrete Fourier

transform (IDFT), as follows (see Fig. 2.2 for more details)

x[n] =
1√
N

N−1∑

k=0

s[k]e−j 2π
N

kn n = 0, ..., N − 1 , (2.1)

Assuming an ideal channel response (h(t) = δ(t)), the received time-domain symbol is orthog-
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Subcarriers

Figure 2.1: OFDM overlapping subcarriers with ∆f spacing

onalized at the receiver, using the DFT operator, producing the overlapped sinc(s) depicted in

Fig. 2.1.

Modulator Demodulator

P/S S/P

CP
Y1

Y2

YN

s1

s2

sN

x1

x2

x3

xN

xN−D+1

DFTIDFT
EQ

Freq.

yCP

L

yCP

1

yN

y2

y1

xN−L+1

ŝ1

ŝ2
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Figure 2.2: OFDM transmitter and receiver block diagram

However, in the presence of a dispersive channel (any non-ideal channel response) with an impulse

response length of Lp taps and N transmitted time-domain samples, the linear convolution

between them results in N +Lp−1 time samples at the receiver input. To maintain orthogonality,

the convolution with the channel has to be circular convolution (with only N samples at the

receiver output). In order to make the linear convolution pretend to be a circular one, the rear

samples (in each OFDM time symbol) have to be copied in front of the time symbol as a cyclic

prefix (CP) in time (as shown in Fig. 2.3).

Additionally, dividing the wide frequency band into N narrower subcarriers helps to maintain a

flat fading on each subcarrier [47], however, with a single channel gain that varies from subcarrier

to another [48], [49], and [25].

As shown in Fig. 2.2 and discussed before, the CP is removed from the sampled input y[n].
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Figure 2.3: Cyclic prefix insertion in OFDM

Thereafter, the remaining time symbol is demodulated at the receiver using a DFT as follows

Y[k] =
1√
N

N−1∑

n=0

y[n]ej2π n
N

k k = 0, ..., N − 1 , (2.2)

where Y [k] are the DFT domain samples and y[n] is the sampled received signal, which results

from convolving the sampled transmitted signal x[n] (with the CP incorporated into it) and the

channel sampled impulse response h[n] as follows

y[n] =
N−1∑

l=0

h[l]x[n − l] + n0[n] (2.3)

As depicted in Fig. 2.2, the CP is removed from each received OFDM time-domain symbol.

In wireless systems, the CP is selected to be longer than the channel impulse response (CIR)

in order to maintain orthogonality (no ICI) and to overcome ISI between OFDM symbols [47].

Additionally, this converts the channel in the DFT domain to a pure complex multiplication.

After the DFT orthogonalization process, a frequency domain equalizer (EQ) is simply a scaling

by the inverse of the variable complex channel coefficients. This is sufficient to combat the

channel multi-path effect [25, 50].

2.1.1 OFDM Matrix Diagonalization

To have a deeper understanding of the orthogonalization in OFDM, it is worth to study the

diagonalization of the channel discrete convolutional (Toeplitz) matrix using a DFT and a CP

at the receiver. Assuming no CP to be added for instance, the matrix representation of (2.3)

can be written as

y = Cx + n , (2.4)

where C is the convolutional matrix of Toeplitz form, n is the added noise vector, and x is the

inverse DFT modulated transmitted vectors, which is defined as

x = W−1s , (2.5)
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where s is the quadrature amplitude modulated (QAM) vector [50] and W is the DFT (Van-

dermonde) normalized matrix, defined as

W =
1√
N




1 1 1 · · · 1

1 wN w2
N · · · w(N−1)

1 w2
N w4

N · · · w2(N−1)

...
...

...
...

1 wN−1
N w

2(N−1)
N · · · w

(N−1)(N−1)
N




, (2.6)

where w = e
j2π
N is the N th root of unity, i.e., xN = 1 for a cyclotomic xn = 1 [51] and the factor

1/
√

N is to make W a unitary matrix such that it satisfies the following condition

W · W∗ = I . (2.7)

Exploiting the fact in (2.7), the inverse DFT (IDFT) matrix W−1 can simply be expressed using

the Hermitian operator, i.e., W∗. After adding a cyclic prefix of length Cp to x and neglecting

the noise vector n (for mathematical clarity only), the received vector y, i.e., the full matrix

representation of the orthogonal multicarrier system multiplied by the transmitted vector x, is

given as

y =




CP extension (N×Cp)
︷                    ︸︸                    ︷
hCp · · · h1

0
. . .

...
...

. . . hCp

... 0

...
...

...
...

...
...

...
...

0 · · · 0

Toeplitz original channel (N×N)
︷                                                                             ︸︸                                                                             ︷

h0 0 · · · · · · · · · · · · · · · · · · 0

h1 h0
. . .

...
...

. . .
. . .

. . .
...

hCp

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . .
. . .

...

hLp−1
. . .

. . .
. . .

. . .
. . .

...

0 hLp−1
. . .

. . .
. . .

. . .
. . .

...
...

. . .
. . .

. . .
. . .

. . . 0

0 · · · 0 hLp−1 · · · hCp · · · h1 h0




(N+Cp)×1
︷               ︸︸               ︷


xN−Cp

xN−Cp+1

...

xN−1

· · · · · ·
x0

x1

...

xN−1




,

(2.8)

which is only circulant when Cp ≥ Lp − 1, i.e., greater than the CIR tail Lp − 1. After applying

CP, xk(−i) = xk(N − i) ∀ i = 1, 2, ..., Cp [52]. Thus, the matrix in (2.8) can be folded producing

a new circulant matrix C̃ which has an effective N × N entries as follows




y0

y1

...

...

...

yN−1




=

circulant channel matrix C̃ (N×N)
︷                                                                   ︸︸                                                                   ︷


h0 0 · · · 0 hCp · · · h1

h1 h0
. . .

. . .
. . .

...
...

. . .
. . .

. . .
. . . hCp

hLp−1
. . .

. . .
. . . 0

0 hLp−1
. . .

. . .
. . .

...
...

. . .
. . .

. . .
. . . 0

0 · · · 0 hLp−1 · · · h1 h0







x0

x1

x2

...

xN−1




N×1

. (2.9)
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Exploiting the fact that the DFT and the IDFT matrices diagonalize any given circulant matrix

[53], one can rewrite the circulant matrix C̃ as

C̃ = W∗GW , (2.10)

where G is an N × N diagonal matrix which contains the complex channel coefficients on every

subcarrier, i.e., G = diag (h0, h1, · · · , hN−1). Hence, the circulant channel matrix in (2.9), using

the same process of applying the DFT matrix on (2.4), one can rewrite as

Y = Wy =

DFT︷︸︸︷
W




y︷     ︸︸     ︷
C̃W∗s +n


 ,

= WW∗GWW∗s + Wn . (2.11)

Using the fact that G is a diagonal matrix and WW∗ = I, i.e., (2.7), one can rewrite (2.11) as

Y =




h0 0 · · · 0

0 h1
. . .

...
...

. . .
. . . 0

0 · · · 0 hN−1







s0

s1

...

sN−1




+ Wn , (2.12)

where |hk| are the channel coefficients in DFT domain.

Diagonalizing the matrix in this way looks very efficient, however, the fact that primitive

factor w is symmetric and periodic has not been utilized [54]. This results in an O(N2)

multiply-accumulate (MAc) operations [55] (using DFT) applying either the previous matrix

computations or the direct summation in (2.1) and (2.2). The fast Fourier transform (FFT)

and the inverse fast Fourier transform (IFFT) exploit these two properties of the primitive w.

Therefore, efficient computations of only O(N log2 N) MAc can be performed.

Now, it is clear that every element in diag(G) represents parallel channels with individual gains.

Therefore, adapting to the channel conditions achieves a higher capacity. Water-filling is a

method used to maximize the capacity in parallel channels; this is described in the next section.

2.1.2 Water-filling: Does Multi-carrier Achieve the Channel Capacity?

As known from Shannon’s findings, the channel capacity in case of an AWGN channel with an

average channel gain-to-noise ratio ν is given by

C|
AWGN

= E (log2(1 + ν)) = log2(1 + E(ν)) = log2(1 + ν) , (2.13)

where C is average capacity in bits/Hz and ν = λ/σ2
n, as λ is the channel coefficient squared

(|h|2) and σ2
n is the noise variance. For varying fading channel conditions with a CSI at the

receiver only and a constant power (unity) at the transmitter, the average capacity is given by

C|
fading

=

∫ ∞

0
log2(1 + ν)P (ν)dν , (2.14)
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where P (ν) is the portion of time where the channel has a gain g, this defines the temporal

information at the receiver. Applying Jensen’s inequality [24],

E (log2(1 + ν)) =

∫ ∞

0
log2(1 + ν)P (ν)dν ≤

AWGN case︷                                     ︸︸                                     ︷
log2(1 + E(ν)) = log2(1 + ν) . (2.15)

This means that fading channels have a lower average capacity than AWGN channels, if the

channel temporal information is only known at the receiver. In order to maximize the capacity

for a given channel, a priori CSI is mandatory at the transmitter.

If we assume a slowly fading OFDM channel, the total channel capacity can be maximized

by only allocating a proper amount of power on each subcarrier. Assuming N communication

channels are given with a variable channel-to-noise value on each sub-channel, the power can be

allocated following the following optimization problem

maximize
N−1∑

k=0

log2 (1 + νkpk)

subject to p � 0 and , 1Tp = PT , (2.16)

where pi represents the power on the ith subcarrier and PT denotes the maximum allowed power.

The “log” operator is a non-decreasing non-convex function [56], however, the “− log” is not.

Therefore, one may rewrite this problem as the equivalent minimization problem.

minimize −
N−1∑

k=0

log2

(
1

νk
+ pk

)

subject to p � 0 and , 1Tp = PT . (2.17)

We introduce a Lagrangian multiplier 1/µ considering only the second side conditions in (2.17),

i.e., 1Tp = PT . This is valid since p � 0 will always lead to a slack1 Lagrange variable [56].

Thus, no need to include it in the Lagrangian process, however, we consider its effect. Therefore,

the obtained Karush-Kuhn-Tucker (KKT) conditions [57] are

1Tp = PT , (1/µ − 1/ (1/νk + pk)) = 0, ∀ k = 1, ..., N . (2.18)

The last condition is only valid if pk = 0 or µ = (1/νk + pk), where pk ≥ 0 and 1/νk > 0 ∀ k,

the power can simply be written as

pk = max {0, µ − 1/νk} , (2.19)

such that
∑N−1

k=0 max {0, µ − 1/ν} = PT , i.e., as depicted in Fig. 2.4.

2.1.3 Multi-level Water-filling: QoS vs Rate Maximization

Since the previous power allocation uses the error-free Shannon capacity formula, (2.19) might

be of less practical importance. We assume a non-error-free system that allows for an arbitrary

BER according to the required QoS. This is considered as a shift from the original SNR operating

1Is used to represent the difference between the optimal and upper limit (unused or excess value).
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Figure 2.4: Water-filling power allocation for a multicarrier system

point, i.e., the SNR shift is known as noise margin or the so-called noise “gap” γ [32]. Thereby,

the modified Shannon capacity now reads

C = log2(1 + ν/γ) bits/sec/Hz . (2.20)

Following the same steps from (2.17) to (2.19), using the previous equation, the modified version

of the power allocation in (2.19) is given by

pk = max {0, µ − γ/νk} . (2.21)

Figure 2.5 depicts the power allocation in OFDM according to (2.21) with different γ(s). Using

high noise margin values is equivalent to a low SNR, where the water-filling algorithm utilizes

the strong subcarriers only. As γ decreases, the power spreads more over the weaker subcarriers

until it achieves a constant power allocation at the lowest noise margin. This also means that

it is more suitable to consider constant power allocation at very low SNR.
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Figure 2.5: Water-filling using multilevel QoS in OFDM system with 2048 sorted subcarriers
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2.1.4 Adaptive OFDM with Prioritized Transmission

We know from the multicarrier literature that there exist quite some bit-loading algorithms,

which devote different number of bits to different subcarriers based on their carrier gain-to-noise

ratio (CGNR), i.e., assuming a constant symbol-error ratio (SER). All these algorithms are

mainly utilizing the diagonalization discussed in the previous section. In chapters 3 and 4, we

will discuss the possibilities of utilizing such diagonalization in order to realize prioritized data

transmission by only considering modifying the preexisting bit-loading algorithms.

2.2 Single-user Adaptive MIMO System

Unlike single-antenna communications, multiple-antenna regimes are capable of enhancing the

transmission through utilizing different spatial signatures by applying space-time processing

which achieves spatial diversity. [58, 59]. This requires at least one end of the communication

links to have multiple antennas. Typically, the base-station of a mobile system can easily deploy

an antenna array. This is clear since the required antenna spacing and the extra cost can be

easily handled at the base-station rather than the basic mobile unit. During the down-link,

when the base-station transmits to the mobile station, the channel is defined as multiple-input

single-output (MISO) channel. However, during the up-link, when the mobile-station transmits

to the base-station, this is known as single-input multiple-output (SIMO) channel.

If the receiver and the transmitter deploy multiple antenna elements or smart antenna arrays on

their front ends, the channel between them is defined as multiple-input multiple-output (MIMO)

channel. This leads to a higher diversity gain, however, it also increases the capacity when

multiple symbols are multiplexed on different antennas. Nevertheless, the multiplexing gain

cannot be utilized if the diversity is fully utilized. This is known as the MIMO paradigm [59].

Many efforts are dedicated to a trade-off between spatial diversity and spatial multiplexing.

Adaptive spatial modulation has been proposed in [60]. This technique succeeds in selecting

adaptively diversity and spatial multiplexing or a hybrid combination of them that utilizes the

CSI. In Chapter 4, we present an adaptive scheme that automatically switches between diversity

and multiplexing based on the channel conditions and CSI.

In literature, spatial multiplexed symbols are detected using layered successive interference

techniques (BLAST2 techniques). In this scheme, the CSI is not required at the transmitter

(CSIT), however, it is mandatory at the receiver; CSI is a crucial adaptation requirement to

perform precoding at the transmitter.

However, dealing with CSI in multiple-antenna requires a better understanding of the different

MIMO channels and the channel estimation accuracy. Thereafter, we will study the optimum

pre- and post-processing in order to minimize inter-stream interference. In the following, we

describe the various MIMO channel models.

2BLAST stands for Bell labs LAyered Space-Time architecture; V-BLAST [61] and D-BLAST [62] stands for

Vertical and Diagonal BLAST, respectively.
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2.2.1 MIMO Channel Models

In this discussion, we restrict our selves to a flat fading channel that is constant during a complete

symbol duration. Hence, we exclude subcarrier k and the time t subscripts from our system

equations. Now, assume that the mobile station and the base station are equipped with NR

and NT antennas, respectively. This forms a MIMO channel matrix H. If the scatterers, the

antenna spacing d∆, and the transmitter-receiver spacing D∆ are relatively high, the channel

matrix has a zero-mean circularly symmetric complex Gaussian (ZMCSCG) distribution, where

Hw ∈ CNR×NTN (0, I) [63].

If the transmit and receive antennas are exposed to a limited scattering environment that results

in a non-identity correlation matrix, this can be modeled in different ways. We selected the

simplest separable correlation model, namely, the Kronecker model [64]. This model facilitates

the separation of the transmitter correlation matrix Rt and the receiver correlation matrix Rr,

i.e., the receiver directions are uncorrelated with the transmitter directions. This model is

not valid if the channel does not support this separation [65]. However, it is still valid for a

relatively small number of antennas or large antenna spacing (d∆ >> λ/2), which we assumes

in here. There are other models that deal with more practical antenna configurations and relax

this separability by allowing any arbitrary coupling between the correlation properties at the

transmitter and receiver, e.g., the Weichselberger model [66]. However, it is out of the scope of

our research and we will only consider the Kronecker correlation model.

(a) SIMO RX (b) MISO TX (c) MIMO transceiver

Figure 2.6: SIMO (a) and MISO (b) channel model and double bounce MIMO channel model in (c)

To understand MIMO channel models, let us assume a SIMO channel that exploits receiver

diversity using NR receive antennas as in Fig. 2.6.a. The incident plane-wave angles of arrival

(AoAs) span an angular spread of θr radians assuming a uniform distribution ∈ [0, 2π) [63].

The resulting fading correlation is governed by θr and the antenna spacing d∆ [63]. Assume

S -sufficiently high- uncorrelated scatterers around NR receive antennas, the channel HNR,S

between the scatterers antenna is given by

HNR,SR
= ΦrHwSR

with HwSR
∼ CN (0, ISR

) , (2.22)
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where ΦNR×S
r is a matrix defining the electrical path lengths between the NR antenna elements

and the SR scatterers for uniformly distributed AoAs θr,s. Assuming an odd number of scatterers

SR, where Φr(n, s) with the corresponding AoA, θr,s, is given by [63]

[Φr( n, s)] =
1

S

S−1
2∑

i=− S−1
2

e−j2π(n−s)d∆ sin(θr,i) . (2.23)

Since Φr is related to the correlation matrix between the receive antenna elements, the receiver

correlation matrix is given by

Rr = E
{

HNR,SH∗
NR,S

}
= ΦrE

{
HwSR

H∗
wSR

}
Φ∗

r = ΦrIΦ∗
r = ΦrΦ

∗
r . (2.24)

For large values of the angle spread and/or d∆, Rr will converges to an identity matrix, which

means that the receive antenna elements are uncorrelated. Using the analogy between the SIMO

and the MISO channels, as in Fig. 2.6.b, one can similarly obtain the transmitter correlation

matrix to be

Rt = E
{

H∗
ST ,NT

HST ,NT

}
= Φ∗

t Φt , (2.25)

where ΦST ×NT
t is a matrix defining the electrical path lengths between the ST scatterers and

the NT antenna elements. Similar to (2.22), the channel matrix between the transmit antenna

elements and the scatterers is given by

HST ,NT
= HwSt

Φr with HwSt
∼ CN (0, IST

) . (2.26)

Accordingly, a MIMO channel with double-bounce scatterers, as in Fig 2.6.c, can be analysed

using the SIMO and the MISO correlation models in (2.22) and (2.26). Therefore, one can

divide the total MIMO channel (in Fig. 2.6.c) into three clusters: scatterers-to-receiver (NR-SR),

scatterer-to-scatterer (SR-St), and transmitter-scatterer (SR-NT ). The total MIMO channel

according to (2.22) and (2.26) is given by

HNT ×NT = ΦrHwSR
XSHwSt

Φt , (2.27)

where XS is the matrix which connects the two scatterer layers. If the number of scatterers at the

transmitter and the receiver is equal and sufficiently high, one can assume XS to be an identity

matrix. This is always valid for uncorrelated antenna elements, which means that the spatial

scatterers are uncorrelated. However, if XNR×NT becomes a rank-deficient matrix, the overall

MIMO channel is also a rank-deficient matrix. An extreme case happens when XS is an all-ones

matrix, i.e., rank-1 matrix. This is known in literature as a key-hole MIMO channel [63]. Again,

using the central-limit theory, the product HwSR
HwSt

is found to follow a Rayleigh distribution,

where the elements of the product matrix are zero-mean circularly symmetric complex Gaussian

(ZMCSCG) variables [67].

If the separable Kronecker channel validity conditions (in [65]) are fulfilled, (2.27) can be

rewritten according to (2.24) and (2.25) as follows [63]

H = R1/2
r HwR

1/2
t , (2.28)
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where H ∈ CNR×NT is the overall MIMO channel matrix and Hw ∈ CNR×NT is a matrix with

i.i.d ZMCSCG entries.

The correlation matrix at the receiver Rr can be interpreted as a noise-coloring process. A perfect

whitening post-processing at the receiver can significantly reduce its effect. Additionally, we

assume that the receiver is surrounded with a dense scatter environment, which makes it spatially

uncorrelated, i.e., Rr = I. However, throughout this thesis, we assume that the transmitter is

surrounded by either insufficient or very far scatterers that make it spatially correlated with a

non-identity correlation matrix Rt. We assume that the receiver can estimate Rt accurately, due

to its slow variations. Henceforth, the receiver can easily estimate Hw using one of the different

channel estimation techniques, e.g., minimum mean-square error (MMSE) estimation. Then, H

is fed back to the transmitter with accumulated channel estimation errors, quantization errors,

and feedback delay errors (as in Chapter 1, (1.7)) represented in the Gaussian random matrix

Ξ ∈ C N (0, σ2
ΞI), where σ2

Ξ is the variance of the error [68]. This updates (2.28), according to

(1.7), to be

H = (Hw + Ξ) R
1/2
t . (2.29)

In the following, we discuss the impact of knowing the CSI at the transmitter and how this can

be exploited to increase the system throughput and enhance the performance.

2.2.2 Closed-loop MIMO Systems

Let us consider a general MIMO channel matrix H ∈ CNR×NT which is perfectly known at both

transmitter and receiver, i.e., σ2
Ξ = 0. If a vector x ∈ CNT is transmitted, the received vector

y ∈ CNR is given by

y = Hx + n and x = Fs , (2.30)

where n is the additive white Gaussian noise, s is the vector of uniformly distributed modulated

symbols such that E[ss∗] = INT
, and F is a precoding matrix, such that

F = UTP
1
2 , (2.31)

where P is a diagonal matrix containing the power values (also called spatial-shaping matrix)

and UT is the beamforming (beam-steering) unitary matrix [69].

The beamforming matrix UT is selected to match the channel spatial signature to fulfil certain

criteria, e.g., to maximize the signal-to-interference and noise ratio (SINR) or minimize the

mean-square error [59]. Figure 2.7 depicts the MIMO closed-loop communication, where the

pre-coder matrix is F and the post-coder (linear equalizer) is W. The CSI is assumed to be

fed back through a limited/quantized separate feedback channel with a certain delay τd. The

adaptive algorithm is asumed to be located at the transmitter, which acts as a base-station

in a down-link scenario. This algorithm is supposed to adapt the bit and power allocation as

well as the precoding matrix. In the following, we will especially discuss the MIMO channel

diagonalization, maximizing the mutual information, and designing the optimum receiver.
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Figure 2.7: Closed-loop MIMO system with different CSI qualities

2.2.2.1 Diagonalizing the MIMO channel

In order to realize an adaptive MIMO communication, the channel matrix H has to be diago-

nalized in order to resolve the channel gains into non-interfering links, i.e., to adapt each link

separately. From matrix theory, one can easily obtain the singular value decomposition (SVD)

of any general (non-square) channel matrix H as follows

H = UΣV∗ , (2.32)

where U ∈ CNR×NR and V ∈ CNT×NT are unitary matrices, such that U∗U = INR
and

V∗V = INT
. Σ ∈ RNR×NT is a diagonal matrix containing the singular values of H, which

are the square-roots of the eigenvalues of the Hermitian matrix H∗H. In this case, H has R

eigenbeams, where R ≤ min(NR, NT ). In order to diagonalize the total channel matrix, one has

to multiply it by V and U∗ from the right and the left hand side, respectively. This means

to multiply by V at the transmitter and U∗ at the receiver [24], i.e., UT = V and W = U∗.

Thereby, Eqn. (2.30) can be written as

r = Wy = U∗
(
HVP

1

2 s
)

+ n

= U∗UΣV∗VP
1

2 s + U∗n

= Σ
(
P

1

2 s
)

+ n̂ , (2.33)

where n̂ = U∗n, which can still be considered white (non-colored) noise, since U is a unitary

matrix. However, if a digital amplitude modulation, e.g., QAM, is used, the decision borders

of the detector (for more than 2 bits/symbol) will be very sensitive to the channel gain or the

singular values in Σ. Therefore, one has to scale (2.33) by Σ−1. This means that the optimum

receiver in this case is a zero-forcing (ZF) receiver, which maintains orthogonality. However,

the diagonalization is destroyed when the channel is not perfectly known at both sides, i.e.,

transmitter and receiver. Thus, the weak singular values will limit the overall performance due

to noise enhancement. This can be avoided using an optimum adaptive scheme that suppresses

the weak singular values (called also eigenchannels).
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Another very important advantage in the SVD MIMO scheme, even without further power

allocation, is its scalable diversity gain. As known in literature, Alamouti in [58], succeeded to

formulate a 2 × 2 MIMO system that achieves a full-rate (rate-1) full-diversity without any CSI

at the transmitter. However, it is not easily expanded to more antennas. Therefore, an SVD

MIMO scheme with dominant eigen-beam transmission, i.e., transmitting over the strongest

value in Σ, can achieve a better performance with transmit-diversity and MRC at the receiver.

Figure. 2.8 shows a performance gain of 2.3 dB for the SVD scheme over the Alamouti space-

time block-code (STBC). However, this requires a perfect CSI at the transmitter. Even a 10%

error in the CSI will result in an unavoidable error floor.
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Figure 2.8: BER for BPSK modulation using Alamouti STBC and single-beam SVD MIMO

2.2.2.2 Optimum receiver design and achieving channel capacity

Knowing that the input power across the transmitted beams is the covariance matrix Qx of the

input vector x, i.e., determined by Qx = E[xx∗], such that

Tr (Qx) = Tr (E [FF∗]) = PT , (2.34)

where Tr(A) denotes the trace of a matrix A and PT is the maximum allowed transmit power

from the NT antennas. If the output power is uniformly distributed, the diagonal elements of

P are constant and equal to PT /NT .
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In [67], the MIMO channel capacity is determined by maximizing the mutual information

between the input vector x and the output vector y, i.e., max I(x; y), given that the trace

of the covariance matrix is PT . This results in

C = max
Tr(Rx)=PT

log2

[
det

(
INR

+
1

σ2
n

HQxH∗
)]

, (2.35)

where det(A) denotes the determinant of matrix A. In order to maximize the mutual information

given a maximum transmit power constraint, the following optimization problem needs to be

solved with respect to Qx

maximize log2

[
det

(
INR

+
1

σ2
n

HQxH∗
)]

subject to Tr (Qx) = PT and Qx � 0 , (2.36)

where Qx � 0 defines it as positive semidefinite matrix. The proof of (2.36) is given in

Appendix F. The problem defined in (2.36) can be solved similar to the classical water-filling

in (2.16) by exploiting the fact that det(I + XY) = det(I + YX) and Qx = FF∗. Now, similar

to the problem formulation in (2.17), we can reformulate (2.36) to be

minimize − log2

[
det

(
σ2

nINT
+ F∗H∗HF

)]

subject to trace (Qx) = PT and Qx � 0 , (2.37)

where the value inside the determinant is the reciprocal of the mean-square error (MSE) of a

MIMO channel [70] (see Appendix F for more detail). Maximizing the mutual information is

equivalent to minimizing log2 (det[E]), where E is the MSE of (2.30) (as stated in Appendix F,

Section F.4) and is defined as

E =
(
σ2

nINT
β + F∗H∗HF

)−1
, (2.38)

where β = 1 indicates an MSE case and β = 0 indicates zero-forcing case. Hence, for β = 1, the

optimum receiver is an MMSE receiver matrix (Wiener filter) W in Fig. 2.7), where W

W =

[
HF

(
σ2

nINR
+ HFF∗H∗

)−1
]∗

=
(
σ2

nINT
+ F∗H∗HF

)−1
F∗H∗ . (2.39)

Therefore, (2.33) can be written as

r = Wy =
(
σ2

nINT
β + F∗H∗HF

)−1
F∗H∗ (HFs + n) . (2.40)

In this case, the only sources of interference are the other transmitted beams. Therefore, we

have to keep these beams parallel to maintain orthogonality and to maintain low MSE. This is

simply achieved by diagonalizing the MSE cost function (σ2
nINT

β+F∗H∗HF)3. By decomposing

the Hermitian matrices H∗H using the eigenvalue decomposition (EVD), we obtain

H∗H = V D V∗, (2.41)

3which is not exactly achieved due to the cross-talks arise from the constant σ2
nINT

, i.e., β = 1
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where D = diag{λ0, · · · , λR−1}, λs are the eigenvalues ∀s = 0..R−1, and V is the unitary matrix

that contains (on its columns) the eigenvectors of H∗H. Now, by selecting F = UTP1/2 =

VP1/2, E is converted into a pure diagonal matrix as follows

E =
(
σ2

nINT
β + F∗H∗HF

)−1

=
(
σ2

nINT
β + P1/2V∗VDV∗V D V∗F

)−1

=
(
σ2

nINT
β + P

1
2 D2P

1
2

)−1
. (2.42)

After substituting (2.42) in (2.40), the detected vector r is given by

r = Wy =
(
σ2

nINT
β + PD2

)−1
PD2s + ñ , (2.43)

where ñ = Wn is a colored noise vector due to the Wiener filter. Since a MMSE receiver is used,

the inter eigen-interference is not completely suppressed. In order to have (2.43) as a purely

diagonal matrix, β should be set to zero, i.e., W is converted into a ZF spatial equalizer to have

W = P−1/2D−1 . (2.44)

The results in (2.44) is used to convert (2.37) into parallel channels. In this case, the water-

filling for perfectly diagonalized ZF receiver is achieved by solving the Lagrangian equation

corresponds to (2.36), which is converted using (2.44) and the matrix properties in Appendix G

(log2 [det(A)] = log2

∏
i λAi) to

maximize log2

[
R−1∏

s=0

(
1 + psλs/σ2

n

)]

or

maximize
R−1∑

s=0

log2

[(
1 + psλs/σ2

n

)]

subject to
R−1∑

s=0

ps = PT and ps ≥ 0 , ∀ s = 0..R − 1 . (2.45)

The KKT conditions in this case is similar to (2.18), except for that the summation here runs

over R only (not N). Thus, we get the water-filling power values across the eigenbeams s as

ps = max

(
0, µ − σ2

n

λs

)
, (2.46)

where ps are the diagonal elements of P in (2.44), σ2
n is the noise variance, and µ is the water-

level in case of ZF using perfect CSI at the transmitter [67].

For MMSE receiver, the cross-talk are not perfectly eliminated due to the constant σ2
nINT

. Thus,

we expect another power allocation that solves the following optimization (starting from (2.37)
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and knowing that log2 [det(A)] = log2

∏
i λAi)

minimize − log2

[
R−1∏

s=0

(
σ2

n + psλs

)]

or

minmize −
R−1∑

s=0

log2

[(
σ2

n + psλs

)]

subject to
R−1∑

s=0

ps = PT and ps ≥ 0 , ∀ s = 0..R − 1 . (2.47)

Therefore, water-filling-like power allocation can be found as in Appendix E, (D.33), as follows

ps =

(
0, µ

σn√
λs

− σ2
n

λs

)
. (2.48)

where ps are the diagonal element of P in (2.43).

2.2.2.3 Capacity of MIMO channel using imperfect CSI

Throughout this thesis, we assume an ergodic channel, where its statistical properties (such as

its mean (ensemble average) and variance) can be deduced from a sufficiently long realization

[34]. Thus, the ergodic capacity for a MIMO system is the expectation (ensemble average)

of (2.35). In general, for imperfect CSI with an arbitrary error variance σ2
Ξ (as in (1.7)) and

antenna correlation at the transmitter that results in an error covariance matrix I + σ2
ΞI (as

given in Appendix F (F.26)), the average channel capacity is given by [24]4

C = E

[
max

Tr(Rx)=PT

log2

[
det

(
INR

+
1

σ2
n (1 + σΞTr(Qx))

HQxH∗
)]]

= E


 max∑R−1

s=0
ps=PT

R−1∑

s=0

log2

[(
1 +

psλs

(1 + σ2
ΞPT )σ2

n

)]
 , (2.49)

where Tr(Qx) = PT , i.e., assuming uncorrelated antennas at both sides. If σ2
Ξ = 0, i.e., perfect

CSI, the capacity formula in (2.49) is equivalent to (2.35).

Figure 2.9 depicts the performance of a perfect CSI (solid lines) and imperfect CSI with a

dominant delay/quantization error equal to 10% of the instantaneous channel variance (dashed

lines). The dotted lines refer to a higher correlation channel, taken from [71]. Therefore, it is

clear that the highly correlated channels have significantly lower capacity, as it turns down the

rank of the Gaussian channel matrix.

Besides feeding back the instantaneous channel values or the delayed/quantized values (with

the error matrix Ξ), there are other feedback methods that depend on the channel statistics.

The channel mean feedback [44] is a low-rate feedback scheme which is suitable for slow fading

channels that vary arround a certain mean K, e.g., Rician fading in (1.9). However, if the channel

has no mean or the variations are much faster than the feedback rate, the input covariance

4see derivation in Appendix F, Section F.4
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Figure 2.9: The ergodic capacity of a 4×4 MIMO system considering perfect CSI, imperfect CSI, and

antenna correlation

matrix E(xx∗) = Rt knowledge can still enhance the channel capacity [72]. Since Rt depends

only on the spatial information, it is not required to have extra feedback along the spectral or

the temporal indices, i.e., the spatial covariance information for every frequency is sufficient for

adaptation.

2.2.3 Adaptive MIMO with Prioritized Transmission

Utilizing the previous diagonalization in MIMO channels, i.e., across the spatial indices, allows

for adapting each eigenbeam separately. Thus, one can allocate power and bits to each of

these eigenbeams, independently, according to their eigenvalues. Moreover, the variations of

these eigenvalues, i.e., from one channel realization to another, enriches the chance of devoting

different data with different priority. In MIMO-OFDM, one can even think of each subcarrier as

a new channel realization. This gives the freedom to realize adaptive modulation in frequency

and space. In Chapter 5, we will discuss the possibilities of adapting the transmission link to

the different channel values in order to realize different bit loads with different priorities.
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2.3 Multiuser Adaptive MIMO System

A multiuser system divides the given multiuser channel resources amongst different users. The

problem in the previous sentence is the word “divide”, where appropriate division means to

track the users channel quality and their required QoS. Traditionally, when the users’ CSI

had not be considered in the old mobile system, e.g. global system mobile (GSM) [34], the

multiuser channels have been divided into equal time and frequency slots; named as time division

multiple access (TDMA) and frequency division multiple access (FDMA), respectively. Another

dimension has been added to the previous two, during the cellular mobile era as well, which is

code-division multiple access (CDMA) [34]. In CDMA, the users’ data are sent simultaneously

in time and frequency, however, encoded with unique special codes associated with each user.

These codes are chosen to be orthogonal or even quasi-orthogonal such that, every user’s data

is assumed to be a useful information for him and a noise to the others applying the multiuser

interference (MUI) concept [15]. However, in this case, the MUI is assumed to have a white

Gaussian distribution, i.e., white Gaussian noise. Figure 2.6 shows a multiuser shared system

(Fig. 2.6.a), where only one user (at a time or frequency) is scheduled for transmission and other

users remain idle.

In order to minimize the MUI in CDMA, a restricted transmit-power control (TPC) is applied

at the transmitter of each user. The duty of the TPC is to adjust the emitted power of the

user in order to maximize the quality of reception, which is related to the SINR. The overall

emitted power and the power of each user is adjusted according to an overall power constraint

and the user’s required QoS, respectively. In the downlink scenario, the power adaptation is

straightforward [24]. However, it is more complicated in uplink transmission, since each user

will take an arbitrary position to the base-station and to his neighboring users. Hence, assuming

an uplink with Nu interfering users, the SINR for the uth is given by

SINRu =
gupu

σ2
n + ρ

Nu∑
j,j

gjpj

, u = 0, ..., Nu − 1 , (2.50)

where gu and pu are the channel gain and the transmitted power of the uth user, respectively. ρ

is the interference reduction factor, where ρ = 0 in TDMA or FDMA case and ρ ≤ 1 in CDMA

case. Hence, pu can be adapted such that SINRu is higher than or equal to a required SINRT

(threshold).

2.3.1 Spatial Beamforming and Capacity Maximization

Smart antenna arrays can help in directing the transmitted power simultaneously towards

different users, where each user receives a distinct amount of the total transmitted power

according to his unique spatial signature. This is denoted as spatial division multiple access

(SDMA), which increases both the reliability (due to transmitting multiples versions of the

original signal in the space) and the throughput of the system by maximizing the multiplexing

gain utilizing the distinct spatial signatures. Figure 2.10.b depicts an SDMA scheme, where all

users are allowed to transmit simultaneously in the direction of their spatial signature.
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Figure 2.10: Multiuser multiple access block-diagram

2.3.1.1 Multiuser MIMO

MIMO spatial multiplexing can be exploited for providing simultaneous data transmission

towards different users, i.e., an SDMA multiuser (MU) MIMO system. In MU-MIMO system,

the geographically distributed users (together with the BS) act as a “virtual” MIMO system with

huge antenna spacing, though, less correlation. However, the main performance limiting factor

in this case is the colored MUI. Therefore, MU-MIMO is characterized as an interference limited

communication system. The key challenge in such a case is to design an optimum transmit filter,

i.e., beamforming, to suppress the undesired interference. This can be performed by either null

steering [29] (by enabling parallel spatial pipes that achieve full spatial multiplexing) or minimize

the undesired signal at the desired user direction [73]. Applying MU-MIMO in combination with

OFDM technique gives the freedom to schedule users across spatial dimensions (if feasible as in

[31]) as well as frequency and time5 domains . Figure 2.11 depicts the available shared resources,

where users are scheduled across frequency, time, and/or space.

2.3.1.2 Multiuser beamforming in MIMO channels

Unlike the scalar AWGN broadcast channel (BC), MIMO BC are in general non-degraded [74].

This means that the users in MIMO cases cannot be sorted according to their channel gains as

in the scaler AWGN channels6. Thus, the capacity region [75] of the MIMO broadcast channel

is not even known in general. However, the MIMO multiple access channel (MAC) capacity

can be easily achieved using a successive MUI cancellation using ordered users. In order to find

the capacity region in case of MIMO BC, one can either implement a successive non-ordered

5to avoid channel correlations or long burst fades
6This is known from the characteristic of the degraded broadcast channel (DBC) [26].
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Figure 2.11: Scheduling in space, time, and frequency

pre-cancellation for MUI, e.g., dirty paper code (DPC)7 [27], or implement an optimum linear

MU beamforming. Non-linear successive techniques and DPC are not in the scope of this thesis,

however, the reader is directed to [27, 76]. In contrast, linear beamformers are studied due to its

suitability for transforming the non degraded BC into a degraded one, consequently, achieving

feasible SDMA for different users.

A straight-forward solution for this problem has been proposed by Khaled, N. et al in [29], which

is known as block-diagonalization. In this case, each user is allowed to transmit on the null-space

(along the direction (eigenvectors) of the zero eigenvalues) of the other users. This is assumed to

approach the sum capacity of the BC MU-MIMO as well as the MAC MU-MIMO by completely

mitigating the MUI [28]. However, this comes at the expense of the transmit-receive antenna-

size restricted constraint [29]. Another important downside of this beamforming technique is

that it requires an accurate CSI knowledge at the transmitter. To relief this transmit-receive

antenna-size constraint, a non-diagonal beamforming exploiting the duality between uplink and

downlink is required [31, 77]. Further details are discussed in the following sections.

2.3.2 Multiuser Channel Block Diagonalization

The algorithm in [29] proposes to use SVD, similar to single-user MIMO case, in order to

achieve a diagonalized or a block-diagonalization (BD) in the downlink scenarios. This is also

known in literature as channel inversion or zero-forcing (ZF) approach. In this case, the optimal

transmitter and receiver matrices are computed such that the inter-user interference is canceled

out leaving each user with his equivalent, hence, diagonalizable single-user MIMO channel.

This can be seen as a block-diagonalized matrix with equivalent single-user matrices along its

diagonal. This can be seen as a diagonal SDMA MIMO system, if the smaller channel blocks

can be diagonalized using SVD as well.

7The transmitter first picks a codeword for the 1st user and subtract it from the codeword of the 2nd user.

Therefore, user 2 does not see the 1st codeword as interference.
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Diagonal SDMA, however, imposes a strict condition on the dimension of the MU MIMO system,

such that number of transmit antennas at the base-station must be greater than or equal to the

total number of receive antennas on all users, i.e., NT ≥ Nu × NR assuming an equal number of

receive antennas NR. This condition makes it impractical in some scenarios with higher number

of users unless both frequency and time can be utilized for scheduling users to minimize the size of

the transmitter antenna array. As said before, diagonalization using SVD requires full knowledge

of the CSI at both sides, the transmitter (for adaptation) and the receivers (for equalization).

Thus, any channel uncertainty will lead to inter-user interference and intra-user interference due

to the inefficient diagonalization using imperfect CSI. The solution in [29] proposes a transmit

filter based on a null space constraint which projects each user onto the zero-eigenvalues of the

other users virtual MIMO channel. Hence, this results in a complete cancellation to the inter-

user interference. The general model of this diagonal SDMA is similar to the one in Fig. 2.10.b,

i.e., downlink scenario.

In this model, we consider a BC scenario with Nu users, where the data symbols of all users are

collected in the column vector x = [x0, ...., xNu−1]T . In this scenario, the base-station has NT

antennas and each user has NR receive antennas. This results in the individual channel matrix

Hu ∈ CNR×NT seen at the uth user receive antennas. The overall NuNR × NT channel matrix

H is given by H =
[
HT

0 , ..., HT
u , ..., HT

Nu−1

]T
, i.e., concatenating all users’ channel matrices.

The global transmit filter F ∈ CNT ×NT is obtained by stacking Nu transmit filters as follows

F = [F0, ..., FNu−1], where Fu ∈ CNT ×NR is the precoding matrix at the BS. Let us assume

that Fu = UTuQTu, where UTu is a unitary beamforming matrix and QTu is a power spatial

shaping diagonal matrix, such that

Tr (QT) = PT , (2.51)

is QT ∈ RNT ×NT
+ is the global spatial-shaping diagonal matrix for all users. Similar to F,

UT = [UT1, ..., UTNu
] ∈ CNT ×NT . Accordingly, user u receives the following vector

yu = HuUTQTx + nu, (2.52)

where nu represents the AWGN at the uth user terminal and QT is the spectral shaping (power

loading) for all users, which is a diagonal matrix. The post-processing at the uth receiver using

the Wu receive filter results in

ru = WuHuFQTx + Wunu , (2.53)

where x ∈ CNuNR×1 contains NuNR symbols (for all users). Thus, to avoid inter-user interfer-

ence completely, HuF must be block diagonalized, i.e., no inter-user (inter-block) interference.

Furthermore, to avoid any user inter-eigen interference, the blocks along the reultant diagonal

(sub-MIMO channels) needs to be diagonalized as well, i.e., using extra precoding and zero-

forcing approach as in (2.43).

2.3.2.1 Transmit/receive filter design and full channel diagonalization

Precoding with block diagonalization completely suppresses the MUI by projecting, orthogonally,

each user onto the null-space of the others [29, 28], i.e., Hi,uFu = 0. This means that F
(NT ×NR)
u
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spans the Mu ≤ NR null spaces (zero eigenvalues) of the matrix formed by concatenating all the

users matrices except the one of our user of interest. This matrix is given by

Hnull
u =

[
HT

i=0 · · · HT
i,u · · · HT

i=Nu−1

]T
∀ i , u , (2.54)

where M ≤ NR. Hence, the system is reduced to an equivalent single-user MIMO case. There-

fore, the authors in [29] suggested to adapt the spectral shaping (QTu = diag(pu,1, ..., pu,Mu)) in

order to minimize the MSE (MMSE). As with (2.48), pu,s is the known MMSE water-filling-like

solution [29], which is given by

pu,s =

[
µ

σn

Σ⋆
u,s

− σ2
n

Σ2⋆
u,s

]+

, ∀ s = 0 · · · Mu − 1 (2.55)

where [x]+ denotes that x ≥ 0, µ is a Lagrangian multiplier that can be found iteratively such

that
∑Nu−1

u=0

∑Mu−1
s=0 pu,s = PT , and Σ⋆

u,s are the singular values of the new resultant channel

H⋆
u = HuFu, such that SVD(H⋆

u) = U⋆
uΣ⋆

uV∗star
u . Thereafter, we can be derived using SVD,

similar to single-user case, in order to achieve a full diagonalization to the matrix block received

by every user, i.e., H⋆
u, extra precoding matrix Vu ∈ CNR×NR and power loading Pu ∈ RNR×NR

+

diagonal matrix have to be used for every user knowing the SVD of his equivalent channel H⋆
u.

Accordingly, the overall block-diagonal channel matrix matrix is given by

Heq = HUTQTVP1/2 (2.56)

=




H0UT0QT0V0P
1/2
0 · · · 0

...
. . .

...

0 · · · HNu−1UTNu−1QTNu−1VNu−1P
1/2
Nu−1


 ,

where Heq
u = HuUTuQTuVuP

1/2
u ∈ CNR×NR . Since MMSE criterion is the target optimum

receiver, Wu has to satisfy the MMSE solution of Heq
u as in (2.42).

In case of CSI uncertainty, Ĥu is introduced as the erroneous channel matrix that is deviated

from the instant channel values by Ξu, i.e., Ĥu = Hi −Ξu. Accordingly, the pre-processing null-

space matrices are the erroneous ones ÛTu and Q̂Tu. Thus, they are not capable of achieving

a full block-diagonal channel any more. For instance, the received symbol is

yu = HuÛTQ̂TV̂P̂1/2x + nu

=
(
Ĥu + Ξu

)
ÛTQ̂TV̂P̂1/2x + nu

= ĤuÛTuQ̂TuV̂uP̂1/2
u xu +

residual MUI︷                                    ︸︸                                    ︷

Ξu

Nu−1∑

i=0,i,u

ÛTiQ̂TiV̂iP̂
1/2
i xi +ni . (2.57)

In case of sever channel uncertainties, (2.57) cannot be approximated as a single-user, i.e., the

residual MUI is relatively high. Accordingly, neither ZF nor MMSE are the optimal receivers

any more. Therefore, successive interference cancellation or space-time block codes can be used

as an alternative, which is beyond the scope of this thesis. Moreover, a more robust schemes can

be considered which includes the channel uncertainty matrix Ξu into the optimization process.

Although these schemes do not diagonalize the multiuser channel, we are still able to construct

a kind of virtual orthogonalization as discussed in the rest of this chapter.
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2.3.2.2 MAC-BC duality

In single-user MIMO system, the downlink and the uplink are almost identical in their structure.

However, in multiuser systems, i.e., in the MAC, the base-station performs a joint reception from

all users, which is not a valid solution in the BC case assuming a non-cooperative scheme. The

other important issue in BC is its non-degraded characteristic that leads to a very complex

alternative formulation, e.g., using the non-linear DPC formulation. Hence, the duality between

the MAC and the BC scenarios has been exploited to simplify the mathematical structure in

the BC. In the first place, this duality can be exploited to reformulate the capacity region

of the BC (CBC), with a fixed power constraint PT and a channel matrix H∗8, in terms of

the union of all MAC individual capacity regions with an equivalent sum-power constrain, i.e.,
∑

(p0, ..., pNu−1) = PT . This can be expressed (similar to [74]) as

CBC (PT , H∗) =
⋃

∑
(p0,...,pNu−1)=PT

CMACdual
(p0, ..., pNu−1, H) . (2.58)

However, the capacity region of the MAC can also be found using virtual BC scenarios (with

their DPC regions). In this case, the CMAC is given by

CMAC (PT , H) =
⋂

(w0,...,wNu−1)>0

CBDDPC
dual

(
p0

w0
, ...,

pNu−1

wNu−1
, H∗ =

√
w0H∗

0, ...,
√

wNu−1H∗
Nu−1

)
,

(2.59)

where the scaling by w models the near-far effect of those uniformly distributed users. Figure 2.12

illustrates the original BC (in Fig. 2.12.a) and its dual (or virtual) MAC in (Fig. 2.12.b).

(a) MU-MIMO original-BC (downlink) (b) MU-MIMO dual-MAC (uplink)

Figure 2.12: MU MIMO system block diagram shows the MAC-BC duality

Independent from these previous capacity results, the same duality characteristic, even the same

duality structure as in Fig. 2.12, has also been exploited to simplify the optimal transmission

strategies by finding the optimal beamformer filters. Thus, the derivation complexity and the

computational complexity of the BC transmit filters have been reduced utilizing this MAC-

BC duality in MIMO systems. An early study by Boche et al. has been considering an SINR

constraint in order to realize the BC beamformers [31]. However, a second type of this duality,

8The conjugate here is used to interchange between the transmit and receive antennas.
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which is the MSE-duality, has been introduced in [77, 78, 79]. The main assumption in that

case is that the MSE of the BC and its dual MAC are identical. Hence, the beamformers

and the receive filters can be optimally found using pure convex optimization approaches [31,

77]. The main advantage here is that a global optimum is achieved, however, with enormous

computational complexity. One of the main reasons behind these optimum approaches being

impractical, is the use of the general purpose optimization solvers rather than building their

own specific optimizers. Currently, the more practical ideas are considering the traditional

Lagrangian iterative dual method [80, 78, 79]. These iterative methods succeed in diminishing

the overall complexity. However, they can only guarantee achieving local minima instead of the

global one [80]. However, they can easily achieve a multilevel QoS based transmission.

2.3.2.3 Multiuser with individual QoS constraints

In order to realize different QoSs amongst dfferent users, Schubert et al. discussed the feasibility

region assuming a constrained SINR value (SINRT) [31]. Thus, this system is said to be feasible if

the achievable min SINRu is greater than or equal a certain SINRT, i.e., min SINRu/SINRT ≥ 1.

Therefore, it is required to maximize this ratio such that

maximize
pu

min
0≤u≤Nu−1

SINRu

SINRT

subject to
Nu−1∑

u=0

pu = PT . (2.60)

Figure 2.13.a illustrates the previous monotonically increasing SINR feasibility. Using the

analogy between the SINR and the MSE, the authors in [81] considered another QoS constrained

transmission, however, with respect to the minimum MSE (MMSE) of the uth user. The MMSE

in this case is given as a function of the users SINRu and the transmit filter Fu as

Eu = f (1/SINRu(Fu)) . (2.61)

In other words, maximizing the SINR will certainly leads to minimizing Eu. This, in general,

aims at optimizing the overall performance, e.g., maximizing the throughput. Moreover, opti-

mizing the MSE is very suitable for switching off arbitrary users, or even data-streams, if they

are facing poor channel qualities or very low SINR.

Generally speaking, the optimum resource allocation based on MSE optimization can be handled

using the following strategies:

A- Best overall system performance: where it is required to minimize the summation the

users’ MSE such that

Eopt = minimize
F∗F

Nu−1∑

u=0

Eu , (2.62)

where F∗F is all the feasible power loading matrix of the MSE Ei. In general, the

minimization of the sum-MSE (2.62) yields an excellent un-coded SER [79], which is
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(a) Non-linear SINR monotonicity in PT (b) Sum-MSE Ei + Ej or weighted sum-MSE
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Figure 2.13: Feasibility region for optimum resource allocation

mandatory for the analysis in this thesis. Thus, the convexity of the feasibility region

(in Fig. 2.13.b) is mandatory to achieve the minimum point.

B- Weighted sum-MSE (prioritized user allocation): this scheme aims at minimizing

the sum-MSE in (2.62) multiplied by a weighting vector w = [w0, .., wNu−1], where 1 · w =

1. w can be chosen in order to realize unequal error protections (UEP) among the given

users [81]. The optimization problem is given by

Eopt = minimize
F∗F,w

Nu−1∑

u=0

wuEu . (2.63)

Optimizing the sum-MSE or the weighted sum-MSE can be unfair, i.e., resources are not

distributed equally, since achieving this minimum sum-MSE may result in switching off

users with weaker channel gains and, instead, concentrate the power towards the user with

the strong channels, i.e., similar to the greedy adaptive method [81].

C- Minimize the maximum fairness: In order to achieve a fair system, the maximum

MSE Eu has to be minimized. In other words, this means to keep all Eu ∀ u = 0..Nu − 1

at roughly the same level. The optimization problem is given by

Eopt = minimize
F∗F

(
max

∀u=0..Nu−1)
Eu

)
. (2.64)

This scheme is only useful when users are relying on emergency services or delay-sensitive

applications (like video and audio conversation).

Throughout this thesis, we deal with the different QoS (or the prioritized) transmission, e.g.,

using the weighted sum-MSE as in (2.63) (published in [1]).
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2.3.2.4 Minimizing the MSE and throughput maximization

The previous MSE minimization does not guarantee fully independent users (as in BD), which is

our main goal in order to realize adaptive prioritized transmission. Even more, streams are not

jointly optimized and, hence, cannot be used directly by any rate adaptive algorithm. Therefore,

it is required to minimize the MSE of each stream separately. However, the question here will

be: can we still make these streams independent (as in the BD scheme)? This, on the one hand,

is a very complex optimization approach. On the other hand, if even complexity is not an issue,

it is not an optimum solution from the capacity point of view. The reason for sub-optimality

is the non-convexity of (2.63) in {Fu, Wu} [82], which results into local minima. Therefore, it

is required to imitate the diagonalization in, e.g., the BD, scheme. This can be achieved by

considering the MMSE as a reasonable metric for channel adaptation. This is also practical

since the MMSE is distinct for each user. Additionally, it gives an average performance for all

streams, i.e., one can allocate these streams equally. The standard sum rate expression for the

streams for user u is given in [30], however, using the SINRu,s as

Mu−1∑

s=0

Ri =
Mu−1∑

s=0

log2 (1 + SINRu,s) , (2.65)

where Mu is the number of streams for user u. In order to break the dependency on each stream

s, (2.65) is modified to use the MMSE instead of the SINR. Therefore, we use the relation

between MMSE and SINR which is given, using the bijective [81] mapping, by

MMSEu =
1

1 + SINRu
. (2.66)

Hereto, the per-user sum rate is simply given by

Ru = − log2 (MMSEu) , (2.67)

where MMSEu is the summation of the MMSEs of all streams used by user u. Accordingly, we can

allocate bits equally to all streams for a given subcarrier, i.e., considering OFDM transmission.

However, the number of bits may vary from subcarrier to another according to the calculated

MMSE for each user.

Certainly, we can only achieve the users rate region using the non-linear DPC. However, in this

thesis, we consider only the sub-optimal linear preceding approaches. Thus, for solving (2.63),

we can user either a semidefinite programing (SDP) solver [77] or Lagrangian iterative methods

[78]. In Chapter 6, we present a complete algorithm that allocates bits and multiplex users

(using weighted MMSE criterion) with different QoS iteratively.

2.3.3 Adaptive MU MIMO with QoS

In the previous subsections, we discussed the possibilities of attaining diagonalization across

different users and across their different streams. This has been made easy due to the assumption

that the CSI is known perfectly or partially at the transmitter. In OFDMA, this diagonalization
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can be achieved by exploiting the orthogonal subcarriers. Thus, it is sufficient to know the carrier

gain-to-noise ratio (CGNR) of the user’s individual subcarriers to adapt modulation and power.

Afterwards, we discussed the possibilities of multiplexing different users using a diagonalizable

SDMA technique, e.g., using BD, assuming a perfect CSI. Moreover, the CSI knowledge helped

us to further diagonalize the individual user’s streams using SVD, as with single user MIMO

transmission. Thus, adaptation can similarly be achieved.

Finally, we described a non-diagonal SDMA transmission, which is carried out by minimizing

the induced MUI, i.e., minimizing the MSE. In this case, modulation and power adaptation can

be realized by exploiting the users’ individual MSE or the SINR. Furthermore, maximizing the

sum rate can easily be obtained by minimizing either the sum MSE , i.e., achieving the MMSE

or, equivalently, maximize the SINR.

In Chapter 6, we will describe some algorithms that can efficiently devote different numbers

of bits to these independent resources based on their qualities and the users’ QoSs. We will

also discuss the possibilities of realizing prioritized data transmission across the users’ different

streams.
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Chapter 3

UEP Adaptive Modulation

Historically, in single-link single-priority communication, a number of algorithms have been

introduced to adapt the multicarrier transmission system to the varying channel conditions.

The classical Hughes-Hartogs algorithm is well known in literature as the optimum bit-loading

algorithm. It is based on a “greedy optimization method” that aims at finding a global optimum

by adding a single bit to the subcarrier that requires the minimum incremental power at each

iteration [83]. Therefore, it is optimal for minimizing the energy or maximizing the system

margin, by reallocating the leftover power. However, due to complex search operations in

Hughes-Hartogs, less complex (and also sub-optimal) methods where proposed later. Campello

bit-loading proposed in [33], which is a linear representation of the Levin bit-loading algorithm

[84], is a simple alternative to the Hughes-Hartogs bit-loading. It achieves almost the same

optimum power allocation, despite requiring only a fraction of the complexity. The simplification

here lies in the quantization of the channel-gain-to-noise ratio (CGNR) Gk and combining similar

levels of Gk into L groups, where L is much smaller than the number of subcarriers N . Thereafter,

the number of bits are computed based on the quantized Shannon’s capacity formula as shown in

[32]. Using the CGNR and subcarrier grouping make Campello’s bit-loading a practical solution

for limited or quantized channel feedback systems by achieving a sub-optimal bit load. However,

to satisfy a given target bit-rate BT , the algorithm continues subtracting/adding bits using the

same greedy fashion known from Hughes and Hartogs.

Prior to Campello’s algorithm, the adaptive bit-rate scheme by Chow et al. in [32] allocates bits

according to the subcarriers CGNR and the required total target sum rate (BT ) using Shannon’s

capacity formula and an introduced adaptive noise margin γ. This is mainly based on the so

called “gap approximation” (introduced in Chapter 2) which states that

B =
N−1∑

k=0

log2

(
1 + pk

Gk

Γγm

)
, (3.1)

where pk is the allocated power on each subcarrier which is assumed to be unity before bit-

loading, and Gk is the CGNR for the kth subcarrier. γm is the noise margin that is utilized later

to realize different QoS and Γ is the gap approximation factor introduced by Forney for integer

constellations, i.e., PAM or QAM [32]. However, in this thesis we assume that Γ = 1, hence, we

only allocate bits according to the required QoS by tuning the noise margin γm [2].
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Later, Fischer et al. succeed to minimize the symbol-error rate (SER) using a Lagrangian

optimization approach subject to a total power constraint. Frankly speaking, the Fischer

algorithm is another implementation of the gap approximation. It maximizes the squared

Euclidean distance to the decision threshold relative to the noise variance per dimension (SNR0).

Thus, changing the bit-rate with respect to a constant CGNR and a fixed power constraint leads

to lowering SNR0, i.e., reducing the Euclidean distance. This is equivalent to decreasing the

noise margin in the Chow algorithm. In this chapter, we show that approximating the bit-loading

formula used by Chow et al. defines a variable noise margin in Fischer’s adaptive formula.

All the previous algorithms have been considering a single priority transmission class. However,

in modern communications, unequal error protection (UEP) transmission with different (prior-

itized) SERs are required in order to deliver scalable qualities of services (QoSs), e.g., scalable

video and multimedia transmission and prioritized communication for single and multiple users.

In this chapter, we give an overview of the traditional bit-loading algorithms. Thereafter, we

describe different algorithms that realize UEP transmission by modifying some of the pre-existing

equal error protection (EEP) bit-loading algorithms.

3.1 Bit-loading State-of-the-Art

In multicarrier modulation, narrow-band noise, narrow-band interference, and deep channel

fading are generally hitting a small number of the given subcarriers while other subcarriers are

kept unaffected. Thus, the number of bits on each subcarrier is adapted to fit the different

channel conditions. Accordingly, subcarriers with high CGNR are loaded with a higher power

and larger number of bits, while the subcarriers with lower CGNR may be loaded with fewer, or

even no, bits. This process is called bit and power allocation. Bit loading has been investigated

mainly for DMT systems used in the wireline application, i.e., in DSL. These algorithms have

exploited the easiness and the steadiness of measuring the channel coefficients.

A number of algorithms have been proposed to solve the bit-loading problem in the DSL envi-

ronment but not in varying wireless channels. Thus, the early wireless LAN (WLAN) modems

did not include any adaptive modulation module. However, the recent bit-rate demanding

wireless applications are pushing towards more efficient and simpler adaptive algorithms, which

are mainly based on the pre-existing ones known from DSL literature. However, they have to

be much faster and less complex in order to adapt to the fast-varying channel conditions [85].

According to our literature survey, we classify the algorithms as follows:

I – Rate-Adaptive (RA) criterion: in this case, the number of bits required to be loaded

has to be maximized subject to a given (strictly fixed) power constraint, i.e.,

maximize
N−1∑

k=0

log2

(
1 + pk

Gk

γm

)
,

subject to
N−1∑

k=0

pk = PT . (3.2)
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II – SER Minimization (SM) criterion: in this case, the SER P is required to be strictly

fulfilled under a fixed power constraint, i.e.,

minimize P ,

subject to
N−1∑

k=0

pk ≤ PT . (3.3)

III – Margin-Adaptive (MA) criterion: the total power is minimized such that a target

bit-rate BT is fulfilled.

minimize
N−1∑

k=0

pk ,

subject to
N−1∑

k=0

log2

(
1 + pk

Gk

γm

)
= BT . (3.4)

If the power threshold PT is exceeded before fulfilling the target rate BT , the total bit

load can still be forced to BT , however, by virtually exceeding the PT limit, i.e., assume
∑N−1

k=0 pk ≥ PT . Thereafter, the power per subcarrier is rescaled to maintain the overall

PT , i.e., the margin is equivalently reduced. However, if BT is fulfilled before exceeding

the power threshold PT , the remaining power maybe redistributed over all subcarriers.

In this case, the margin is maximized. This is known as (IV-) margin-maximization

(MM) criterion.

In the next section, we introduce some bit-loading examples based on the greedy (or the semi-

greedy) method, which are said to be optimum since they are able to satisfy their constraints

using only the integer bit values [33]. We also show the straightforward approach that truncates

the non-integer (approximate) bit load values computed in (3.1). These algorithms can be

summarized as follows:

1. Optimum Loading Algorithms (Greedy Bit-Loading)

• Hughes, Hartogs [83],

• Levin-Campello [33]

• George, Amrani. [86]

2. Sub- Loading Algorithms (Finite Granularity Bit-Loading)

• Chow, Cioffi, Bingham [32],

• Fischer, Huber [87]

• Yu, Willson [88]
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3.1.1 Optimal Loading Algorithms – Greedy Methods

3.1.1.1 The Hughes-Hartogs algorithm

The first and also the oldest bit-loading algorithm was developed by Hughes and Hartogs in

[83], which was applied first in the early voice-band modems (Telebit). This algorithm achieves

a margin adaptive solution, where the power is minimized given a constant SER and a target

total power PT . Hence, bits are distributed successively, placing one bit at a time, to minimize

the total power consumption.

The algorithm needs to compute every incremental power for each bit placement in order to

select the subcarrier with the lowest incremental power. Thus, intensive searching and sorting

operations are required, which make it a very computationally complex algorithm. As mentioned

before, the Hughes-Hartogs algorithm starts with a margin adaptive (MA) criterion, which can

be changed to a rate adaptive (RA) criterion if it is required to allocate a fixed number of bits

BT , however, with a higher SER. Moreover, when there is still left-over power and Bmax is

already achieved, the margin can be increased (achieving margin maximization (MM) criterion)

by redistributing the left-over power.

3.1.1.2 Campello algorithm

The main drawback of the Hughes-Hartogs algorithm has been addressed by Campello de Souza

[33]. This algorithm does not directly follow the greedy bit-loading, however, it allocates first

an approximate number of bits using the given CGNR values. This is designed to be a lower

bound for the required final bit loads. Furthermore, the actual target sum rate is achieved by

brute-force the remaining bits using a single bit addition or removal following the greedy method

proposed by Hughes and Hartogs. This, in turn, minimizes the total power. Thus, the closer the

approximate bit load is to the target rate, the less complex this algorithm becomes. In order to

compute an energy-efficient bit loads, the following quantized logarithmic CGNR is computed

using a floor operator (to guarantee the minimum bit loads)

Gk = ⌊log2(λk/σ2)⌋ = ⌊log2 Gk⌋ , (3.5)

where λ is the channel coefficient squared |h|2 and σ2
n is the noise variance. The floor operator

in the previous equation, together with neglecting the “1” in (3.4), guarantees the allocation of

the minimum possible number of bits to the weak subcarriers during the early iterations. Hence,

the approximate number of bits bk is given by

bk = {Gk + iB}bmax
0 =





bmax, bmax < Gk + iB

Gk + iB, 0 ≤ Gk + iB(k) ≤ bmax

0, Gk + iB(k) < 0 ,

(3.6)

where iB ∈ Z is added to (3.5) in order to move the total sum rate (
∑N

k bk) towards the final

target rate in order to minimize the computational complexity. The remaining bits are then
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added/removed according to the incremental power on each subcarrier. The power required to

allocate bk bits on the kth subcarrier with CGNR= Gk is given (using the capacity formula) as

pk(bk) =
(2bk − 1)

Gk
, (3.7)

such that pk(bk) ≤ pk(bk + 1). Therefore, the incremental power needed for allocating one extra

bit is given by

∆pk(bk + 1) = pk(bk + 1) − pk(bk)

=
2bk

Gk
=

2bk

2Gk
= 2(bk−Gk) . (3.8)

According to the previous formula and to [33], one can easily notice that the main goal of this

algorithm is just to find an optimum iB in order to reduce intensive search and sorting in the

Hughes-Hartogs sense. Additionally, the complexity is reduced by finding groups of subcarriers

that have roughly the same quantized logarithmic CGNR G. Furthermore, Gk are normalized

to positive values by subtracting their minimum value. Thereafter, the subcarrier indices are

stored in the 2-dimension array Ml, where the columns represent these L quantized levels and

the rows store the subcarrier indices corresponding to each of these L levels, i.e.,

Ml = {k = {0, 1, 2, · · · , N − 1} : {Gk = l}} , l = 0, . . . , L − 1 . (3.9)

Algorithm 3.1 Original Campello MA bit-loading algorithm

Initialize: iB, bk, pk and ∆pk with all zeros and Gk = ⌊log2(λk/σ2)⌋ = ⌊log2 Gk⌋
Input: G1,G2, . . . ,GN , L, N, BT

Output: bit load bk and power allocation pk for every subcarrier

Require:
∑N−1

k=0 bk ≤ Bmax

1: Find Ml according to Gk.

2: repeat

3: increment iB by 1

4: calculate bk using (3.6)

5: calculate the sum rate
∑N−1

k=0 bk(iB)

6: until
∑N−1

k=0 bk(iB) ≈ BT

7: repeat

8: if (
∑N−1

k=0 bk < BT ) then

9: iteratively increment the subcarriers with the minimum ∆pk(bk + 1)

10: else if
∑N−1

k=0 bk > BT then

11: iteratively decrement the subcarriers with the maximum ∆pk(bk − 1)

12: end if

13: until
∑N−1

k=0 bk = BT or the maximum number of iterations is reached

Clustering of the N given subcarriers into L groups will certainly reduce the searching and

sorting complexity to be only O(N). This makes it amongst the fastest bit-loading algorithm.

Even more, due to the strict quantization on the CGNR, it is easily realized using fixed-point

processors, which has a superior advantage for practical implementations.
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3.1.1.3 The George-Amrani bit-loading algorithm

Conventional bit-loading algorithms intend to achieve a constant SER for all subcarriers. This

may not be required, when channel coding is in place, since it will have some averaging effect

over the frequency subcarriers. The George-Amrani [86] algorithm points into this direction.

The basic idea of this algorithm is to fully utilize a constant power spectral density (PSD).

Hence, bits are allocated, in a greedy fashion, to the subcarriers with the minimum incremental

SER, i.e., according to their quantized CGNRs. Accordingly, this algorithm leads to a variable

SER along the subcarriers, however, the average SER is minimized for a given BT .

The main drawback of this method is the allocation of fixed power to every subcarrier and

even the weakest ones. This can be useful in some applications with relatively strong channel

[89]. However, for weak channel conditions (low SNR), this strictly violates the water-filling

criterion, which aims at maximizing the overall capacity by not allocating power to the very

weak subcarriers; see Chapter 2 for more details about water-filling. Since we are not assuming

constant PSD applications, we will not consider this algorithm to realize UEP bit-loading.

3.1.2 Sub-optimum Loading Algorithms – Finite Granularity

3.1.2.1 The Chow-Cioffi-Bingham algorithm

Sub-optimal solutions were proposed to reduce the complexity of greedy algorithms. Based on

Shannon’s capacity formula, Chow, Cioffi, and Bingham proposed a sub-optimal bit-loading

scheme [32] that allocates the subcarriers according to their CGNR and a certain noise margin,

γm using a modified Shannon capacity formula with the gap approximation. Therefore, the

margin γm is adapted to fulfill the required target sum rate BT . Based on the finally computed

bit loads, the power is allocated. The Chow-Cioffi-Bingham algorithm is typically implemented

in existing wireline modems, e.g., ADSL and VDSL, where their channels typically only vary

slowly. However, in wireless applications, the channels vary much faster than in the wireline

case. Therefore, more simplifications are required to implement adaptive modulation in wireless

communications. The algorithm by Chow et al. does not guarantee a fast convergence to the

required BT . In order to understand their sub-optimal bit-loading algorithm, it is divided into

three parts:

I- find the optimal γm given the target sum rate BT and the CGNR for each subcarrier;

II- if the number iterations is not sufficient, use brute-force bit-loading to fulfill BT ;

III- adjust the subcarrier power allocation according the loaded bits bk and the CGNR.

The resulting transmit power distribution will typically not be flat; it will rather have a saw-

tooth-like shape with approximately 3 dB peak-to-peak variation due to the integer bit constel-

lations. The height of the saw-tooth may exceed 3 dB for smaller non-square constellations as

depicted in Figure 3.1.
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Algorithm 3.2 Original RA algorithm proposed by Chow et al.

Input: Required symbol-error probability P, target power PT , total number of subcarriers N ,

target sum rate BT , and the maximum number of iterations “MaxCount”

Initialize: CGNR Gk = λk/σ2 , ∀k = 0..N − 1, Nused = N , IterateCount = 0, and γm = 0 dB

Output: bit load bk, power allocation pk, γm, and Nused

Require:
∑N−1

k=0 bk ≤ BT

1: while
∑N−1

k=0 bk � BT and IterateCount ≤ MaxCount do

2: Compute bk using

bk = log2

(
1 +

Gk

γm

)
(3.10)

3: Compute the quantized bit-load values b̂k = ⌊bk + 0.5⌋.

4: The quantization error ∆bk is the difference between bk and b̂k, i.e., ∆bk = bk − b̂k.

5: If b̂k = 0, eliminate the subcarrier index k from the used subcarriers set Nused.

6: if (
∑N−1

k=0 b̂k = 0) then

7: declare ”bad channel” and break this loop

8: end if

9: Update γm using γm,new := γm,old · 2

∑N

k
b̂k−BT

Nused

10: IterateCount ⇐ IterateCount + 1

11: end while

12: brute-force bit-loading to the target sum rate

13: repeat

14: if (
∑N−1

k=0 b̂k > BT ) then

15: b̂k ⇐ max(b̂k − 1, 0) at the kth subcarrier with the smallest quantization error ∆bk

16: else if
∑N−1

k=0 b̂k < BT then

17: b̂k ⇐ min(b̂k + 1, bmax) at the kth subcarrier with the highest quantization error ∆bk

18: end if

19: until
∑N−1

k=0 b̂k = BT

20: Calculate the subcarrier power pk according to the desired bit-error probability1 (see

Appendix F)

pk =
2 (2bk − 1)

3 Gk


erfc−1


 P bk

√
2b̂k

2 (
√

2b̂k − 1)






2

(3.11)

where P is the SER erfc is the complementary Gaussian error function.

21: Compute PΣ =
∑

k∈Nused
pk and modify the power allocation according to

pk :=
PT

PΣ
· pk (3.12)
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Figure 3.1: Bit loading and power allocation

This algorithm has a lower complexity than the one proposed by Hughes and Hartogs. The

complexity in the worst case of this algorithm is proportional to O(MaxCount · N + 2N) basic

computational operations (add, subtract, and multiply) [32]. However, the algorithm still suffers

from some disadvantages. First, the power allocation is separated from the bit-loading, which

does not ensure power optimization. Second, starting from an arbitrary γm does not necessarily

guarantee convergence for every channel. A possible solution is proposed later in this chapter.

3.1.2.2 The Fischer-Huber algorithm

The Fischer-Huber algorithm [87] distributes fixed number of bits and power in order to minimize

the SER using a Lagrangian optimization approach subject to a total power constraint. This

is achieved by maximizing the squared Euclidean distance to the decision threshold (relative to

the noise variance per dimension) SNR0. That is why one can see it as an algorithm that can

achieve some sort of compromise between RA and SM criteria. Additionally, it is required that

the SER per each subcarrier is roughly constant. Thus, for QAM modulation (see Appendix F),

it is required that

P(k) = 2

(
1 − 1√

M

)
erfc

(√
3

2

pk

(M − 1)
Gk

)
≈ 2

(
1 − 1√

M

)
erfc



√

3

2

d2
k

2
Gk


 ≃ const ,

(3.13)

where dk is the minimum Euclidean distance between signal points, and Gk is the CGNR,

M = 2bk . From (3.13), it is clear that

d2
kGk = SNR0 ≃ const , (3.14)
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where SNR0 is the SNR related to neighboring points. It inherently represents the symbol-

error probability. Hence, maximizing SNR0 means maximizing the squared minimum Euclidean

distance of the signal points at the receiver side d2
k, which minimizes the SER.

Accordingly, solving (3.14) for dk results in the following transmit power [90]

pk = SNR0
2bk

Gk
, (3.15)

where SNR0 is given by

SNR0 =
PT

∑Nused−1
k=0 2bk/Gk

, (3.16)

which is only maximized when the denominator is minimized subject to these additional con-

straints:

CONSTR. 1- BT =
∑

k bk ≃ const

CONSTR. 2- PT =
∑

k pk ≃ const.

Introducing the Lagrangian multiplier µ for CONSTR. 1 and solving these Karush-Kuhn-Tucker

(KKT) conditions, we obtain the following Lagrange-optimization [90]

Fischer
L =

Nused−1∑

k=0

2bk

Gk
− µ




Nused−1∑

k=0

bk − BT


 . (3.17)

Differentiating the previous equation with respect to bk results in

2bk

Gk
≃ const, ∀k = 0..Nused − 1 . (3.18)

Using CONSTR. 1 and (3.18), we find that

(const)Nused =

(
2bk

Gk

)Nused

= 2BT · ΠNused
l=1

1

Gk
. (3.19)

Therefore,

2bk

Gk
= Nused

√

2BT · ΠNused
l=1

1

Gk
. (3.20)

Finally, the bit load values are given by

bk =
BT

Nused
−
∑Nused

l=1 log2 Gl

Nused
+ log2 Gk =

const.︷                       ︸︸                       ︷
BT

Nused
−
∑Nused

l=1 Gl

Nused
+Gk

= b − G+ Gk , (3.21)

where b is the average number of bits/carrier for the given target sum rate BT , G is the average of

the logarithmic CGNR. Hence, the number of bits of the kth subcarrier is essentially determined

by the logarithm of the CGNR Gk plus a certain constant. Thus, this constant mainly depends on

the number of evacuated subcarriers, i.e., the subcarriers with negative bit loads. In the previous

equation, the summation over every subcarrier is performed using floating point summation,
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exactly like what is done inside the log2 in the Chow algorithm (3.10). However, omitting the

“1” from (3.10) simplifies the calculations further, where the logarithmic values can be computed

only during initialization. Hence, removing this “1” from (3.10) and finding the sum over the

used subcarriers Nused and comparing it to (3.16), we find γm to be

γm =
PT

∑Nused−1
k=0 2bk/Gk

= SNR0 . (3.22)

This means that both algorithms are computationally identical and the maximum noise margin

is achieved in the Chow algorithm by omitting this “1”. However, this “1” addition in (3.10)

guarantees bk ≥ 0.

The bit load values in (3.21) are not necessarily positive. Therefore, the subcarriers with bk < 0

are omitted from the total used subcarriers Nused. This increases both b and G by decreasing

the common denominator and excluding some of the negative values in G . Therefore, we cannot

predict if the constant b −G is monotonically increasing or decreasing at every iteration, which

makes controlling the convergence here not a simple task, since (3.21) may still deliver negative

bk in the next iterations depending on the CGNR itself.

Finally, when (3.21) converges, i.e., no more negative bit load is found, it will only guarantee

fulfilling BT , if the floating-point bit loads bk are used. However, this may be very far from

the correct answer after quantization, i.e., b̂k = ⌊bk + 0.5⌋. This is not the case in the Chow

algorithm, where the sum of the quantized bit loads are forced to be as close as possible to BT .

In the following, we present the steps of the Fischer-Huber algorithm.

Algorithm 3.3 Original Fischer-Huber bit-loading algorithm

Input: CGNR Gk for every subcarrier position k = 0..N − 1, total number of subcarriers N ,

and target sum rate BT

Output: bit load bk for every subcarrier and the used subcarriers Nused

Initialize: Nused = N and the set of usable subcarriers M = 0..N − 1

Require:
∑N−1

k=0 bk ≤ BT

1: repeat

2: determine the bit load bk < 0 using (3.21)

3: find the locations of bk < 0 and remove them from M
4: update Nused

5: compute the power using (3.22), such that

pk =
2bk/Gk∑Nused

i 2bi/Gi

PT (3.23)

6: until
∑N−1

k=0 bk = BT

7: if (
∑N−1

k=0 b̂k , BT , where b̂ = ⌊bk + 0.5⌋) then

8: use the brute-force approach as in the Chow’s algorithm until
∑N−1

k=0 b̂k = BT

9: end if
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3.1.2.3 Yu-Willson UEP bit-loading

All the previous bit-loading algorithms assume that the whole bit stream has equal priority,

which is not the case for some applications, e.g., multimedia. The Yu-Willson [88] algorithm

is one of the first algorithms that considered implemented UEP-loaded frames. The main idea

in this algorithm is to have Ng different classes of services inside the same multicarrier frame.

These classes are allocated to Ng different subcarrier sets Mj=0..Ng−1 and not just a single class

as in the previously discussed algorithms. Each of these Ng classes has to be loaded with a

different number of bits Tj and allows for different SERs Pe,j according to the required UEP

profile. Let bk,j be the bit load and pk,j be the allocated power on the kth subcarrier in the jth

group. Following the Fischer-Huber’s Lagrange cost function (3.17) with a modification to the

class index j, the new cost function is rewritten as

Yu−Willson
L =

Ng−1∑

j=0

∑

Mj

2bk,j

Gk,j
−

Ng−1∑

j=0

µj



∑

Mj

bk,j − Tj


 , (3.24)

where Tj =
∑

Mj
bk,j and BT =

∑Ng−1
j=0 Tj . We know that the SER for each group Pj is constant,

as in Fischer et al. and Chow et al. algorithms, which is given by [15]

Pj =
Kk,j

2
erfc

(√
3

2

pk,jGk,j

(2bk,j − 1)

)
, (3.25)

where Kk,j = (1 − 1√
2

bk,j
) ≈ 4 for higher order constellations. Now, performing a Lagrange

minimization of L, exactly as in the Fischer-Huber algorithm, however, for Ng classes, we obtain

bk,j =
Tj

LMj

−
∑

Mj
log2 Gk,j

LMj

+ log2 Gk,j = bj − Gj + Gk,j . (3.26)

LMj is the number of subcarriers in the jth class, bj is the average number of bits in the jth

class, and Gj is the jth class mean logarithmic CGNR, i.e., log2 Gk,j . However, Mj itself and

the border lines between the classes are still unknown. Therefore, the authors of [88] assume a

set of assumptions to achieve LMj , which are

1. the channel is almost constant within each class and, hence, the average number of

bits/subcarrier in each class bj is given by

bj ≈ Tj

LMj

, (3.27)

2. the power on every subcarrier within the same class is fixed and the power even does not

change among classes. Using (3.25) and (3.27), this power is given by

pj ≈ 2

3

2bj

(
ΠMj Gk,j

)1/LMj

[
erfc−1

(Pj

2

)]2

≈ p , (3.28)

where pj and bj are the average power and the average number of bits for class j,

respectively. Gj =
(
ΠMj Gk,j

)1/LMj is the geometric mean of Gk,j of the jth,
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3. using the Chernoff bound2, the approximate symbol error probability and a better approx-

imate average bit load are given as

Pj ≈ exp

[
−3

2

pjGj

2bj

]
and bj ≈ log2

(
−3

2

pjGj

ln Pj

)
, (3.29)

respectively. Herewith, using (3.27), an intermediate value for LMj is given by

LMj ≈ Tj

bk,j

, (3.30)

4. finally, the algorithm considers the same overall number of non-zero subcarriers Nused as

the one given by the non-UEP Fischer-Huber case. Thus, the assumption is that

Nused =

Ng∑

j=1

LMj . (3.31)

Substituting (3.29) in (3.30) and the result into (3.31) we get

Nused =

Ng∑

j=1

Tj

log2




−3

2
pj

︸   ︷︷   ︸
x

· Gj

ln Pj




. (3.32)

After solving (3.32)3 for x, where the non-approximate x = −3pj/2, the obtained pj can be

substituted in (3.29) to find the an approximate number of bit bj . Hence, a more accurate

LMj is found using (3.30). Finally, this LMj is used to compute the more accurate bk,j using

(3.26). Thereafter, the quantized b̂k,j is computed and, hence, a more accurate LMj is found

accordingly. This results can be even enhanced iteratively, until BT and Tj are fulfilled or

using the common brute-force method4. Our conclusion is that Yu-Willson proposed the idea

for realizing UEP using only bit-loading. However, there algorithm is far too complected and

even not clear enough. From computationally complexity point of view, this algorithm is of

O(mean(LMj=0..Ng−1
)Ng + N · X# of counts needed to adjust x) operations. In this chapter, we are

presenting a more efficient methods to realize the subcarrier partitioning problem.

2It gives exponentially decreasing bounds on tail distributions of sums of independent random variables [91].
3The authors assume that x can be obtained in closed form. However, we are sure that it has to be computed

using a few number of iterations.
4The quantization step is not clear in the Yu-Willson paper at all.
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3.2 UEP Bit-loading and Power Allocation

The source encoders of some applications, like multimedia, deliver data of different importance

levels, i.e., different data requires different levels of protections. Such applications are demanding

UEP, in which important data is protected better against errors. In order to realize UEP in such

systems, it is necessary to design new techniques that adapt the resources unequally in order to

realize a certain UEP profile.

Unequal error protection (UEP) channel coding would be one possible solution together with the

current loading algorithms. However, the earlier physical transport components can allow for

easier implementation of UEP transmission that can reduce the effort and the redundancy bits

used in channel coding. For example, modulation levels can be adapted for devoting different

numbers of bits according to the given UEP profile. This is practically valid when OFDM

(DMT) is used, where the different channel conditions can be allocated to different numbers

of bits with different error protections. Hence, we propose a set of iterative UEP bit-loading

algorithms which are capable of realizing different noise margins γj for different priority classes

j in the same data frame. This is done by allocating different data parts, e.g., different streams,

to different subcarriers (with different bit-rate and error probabilities).

In [3]-[2], we succeeded in modifying the traditional bit-loading algorithms, e.g., the ones

by Hughes-Hartogs, Campello, Chow-Cioffi-Bingham [32], and Fischer-Huber [87] to realize

UEP. This was based on a simple subcarriers partitioning. In here, we present three different

approaches for solving this problem. The first approach aims at finding the hypothetical

thresholds between classes using the fastest possible search technique, which is a binary search.

This technique has a complexity O(N log2(N)), where N is the number of subcarriers. However,

in every iteration, the sum rate of all subcarriers in each group has to be computed. Therefore,

the second approach [4] aims at minimizing searching complexity using a cumulative summation

(CUMSUM) process. The CUMSUM stops adding the bits of each groups once it approaches

the desired sum rate for each group. In order to simplify the role of our CUMSUM, we

derive “almost” accurate initial conditions. The third approach [3] succeeds in finding these

hypothetical thresholds with one (or at most two) iterations. In the following, we sketch the

designed UEP bit-loading algorithms. First, we start with the simple subcarrier partitioning

using binary search and integer summation. Next, we present the second approach with a

floating-point summation approximation. Finally, we discuss a single iteration partitioning

scheme that replaces the greedy bit-loading algorithms.

3.2.1 Subcarrier Sorting and Partitioning

In order to realize UEP transmission, it is required to sub-divide the given subcarriers among

the required Ng protection classes. This can be achieved by setting hypothetical thresholds, τj ,

which are modified to fulfill UEP requirements, thereby, changing the number of subcarriers for

each class. In practice, the carriers will initially be ordered according to Gk before introducing

thresholds. Robust sorting tends to allocate the most important data, with the higher γj , to
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lower CGNR subcarriers and the least important data to higher CGNR subcarriers.

Allocating important data to weaker subcarriers will protect them in case of non-stationary

noise, e.g., impulse-like noise, since the SNR may not vary that much. Another advantage of

combining such ‘robust sorting’ and the UEP bit-loading is spreading the important data over

many subcarriers. This results in reducing the impact of harmful narrow-band interference if

the important data are subject to these interference locations. The opposite scheme, when the

most important data are allocated to the subcarriers with the highest CGNR, is referred to

as ‘intuitive sorting’. Figure 3.2 models a special case of ordered CGNRs composed of three

protection classes (Class0, Class1, and Class2), where Class0 is the highest protected class in

both schemes.

M0 M1 M2

G

τ0 τ1
Class0(γ0)

Class2(γ2)

Class1(γ1)

Class1(γ1)

robust sorting

intuitive sorting

Class0(γ0)

Class2(γ2)

Figure 3.2: SNR thresholds for different sorting schemes
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Figure 3.3: Transmitter block diagram showing the UEP/adaptive process

3.2.2 Chow-like UEP Bit-loading

In [4, 2, 5], we adopt different noise margins γj for j protection levels instead of a single noise

margin. Assuming Ng protection levels, our algorithm is flexible to adapt modulation and power

in order to realize arbitrary noise margin separations between these classes. In this method, we

modify the bit-loading formula (originally given by Chow et al.) given by (3.10). Thus, the

modified UEP (quantized) bit-loading formula is given by [6]

b̂k,j = ⌊bk,j + 0.5⌋bmax
0 =

⌊
log2

(
1 +

Gk,j

γj

)
+

1

2

⌋bmax

0

, (3.33)
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with quantization errors

∆bk,j = bk,j − b̂k,j , (3.34)

where γj is the noise margin and, again, Gk,j = λk,j/σ2
n. Without loss of generality, the γj are

assumed to have constant spacing. Throughout this thesis, we stick to margin separations of 3

dB. Figure 3.3 depicts the proposed block diagram of the prioritized adaptive transmitter.

In the following, we presents two developed approaches to realize UEP. The first uses an iterative

method to subdivide the subcarriers among the classes. The second uses a faster searching

approach with a more accurate initial noise margin.

3.2.2.1 UEP Chow-like bit-loading - first approach

The following is the complete pseudo-code of our algorithm.

Algorithm 3.4 UEP Chow-like RA UEP bit-loading – first approach

Input: CGNR Gk = λk/σ2
n , ∀k = 0..N − 1, Ng, BT , Tj , PT , the maximum outer iterations

“MaxCnt1”, the maximum inner iterations “MaxCnt2”, and ∆γ = 3 dB

Output: γj , average probability of error Pj , and bit allocation

Initialize: total number of subcarriers N , target sum rate BT , outer counter Cnt1 = 0, inner

counter Cnt2 = 0, and γminit = 1

1: sort the subcarriers in a descending order according to the subcarriers CGNR

2: repeat

3: the ordered subcarrier indices are stored in the set Mj , where j = 0..Ng − 1 and Mj

initially divides the subcarriers equally

4: γ0 may initially be set to γminit and is iteratively adjusted to fulfill the UEP requirements

and the required individual number of bits Tj . Let γ0 denote the highest protection level.

The others are computed as γj = γ0 − j · ∆γ in dB

5: repeat

6: bk,j is calculated using (3.33)

7: the number of subcarriers in Mj , ∀ j ∈ [0, Ng − 1) is adjusted using a binary search

as described in Appendix A. This process is equivalent to sliding the hypothetical

thresholds τj in Fig 3.2.

8: Cnt2 ⇐ Cnt2 + 1

9: until
∑

Mj
bk,j = Tj or Cnt2 = MaxCnt2

10: γ0 is recalculated using γ0,new = γ0,old · 2

∑N

k
bk−BT

N ; γj = γ0 − j · ∆γ; and Cnt1 ⇐ Cnt1 + 1

11: until
∑N

k bk = BT or Cnt1 = MaxCnt1

12: if IterateCount = MaxCount and Btot , BT then

13: If the maximum number of iterations is approached without achieving BT , brute-force

measures, as in Algorithm 3.2 from line 14 to line 18, are taken. Dependent on ∆bk,Ng−1

bits are added to the least protected class at locations of maximum ∆bk,Ng−1 or bits are

removed at locations of minimum ∆bk,Ng−1 until the target bit-rate is fulfilled.

14: end if
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Based on the Chow algorithm, we define Ng groups with different required target rates Tj and

the total target bit-rate is given by BT =
∑Ng−1

j=0 Tj . According to (3.33), the numbers of bits

bk,j are truncated to the nearest integer b̂k,j , where ∆bk,j is the ‘quantization error’, and bmax is

the maximum allowed number of bits per subcarrier. We consider constant noise margin steps

∆γj between the groups, which, of course, can be generalized to different step sizes. Finally, the

power is allocated using the symbol-error rate formula as in Algorithm 3.2, line 20, and scaled

up (or down) based on the target power PT as in line 21.

The analysis of Algorithm 3.4

Our results are generated assuming an application that only requires three different protection

classes. Each class requires different target-rates, Tj , and a fixed noise margin step size, ∆γ,

between these classes. ∆γ needs to be selected according to application requirements, and here

it is assumed to be fixed at 3 dB. Thus, the symbol-error rate curves would be separated by

3 dB. The pure Chow-Cioffi algorithm [32] without UEP (non-UEP) bit-loading is chosen as a

reference. In this approach, the robust sorting is an additional ingredient which has not been

taken into account in [88]. Otherwise, high protected data will be extremely vulnerable to non-

stationary channel conditions, like impulse noise and deep fading conditions. However, there is

a price to be payed if robust sorting is blindly applied. In order to study these effects more, we

subdivide the analysis into two independent studies, with and without non-stationary noise.

Channel with stationary noise only: Figure 3.4 shows the effect of stationary background

noise for both sorting schemes, with intuitive and robust sorting. All the curves show the desired

spacing of 3 dB. Furthermore, we added the corresponding performance curve for of a non-UEP

bit allocation for comparison. As expected, this curve represents an average performance relative

to the UEP curves with equal margin separations and different individual rates. However, the

non-UEP scheme performs closer to the least priority class for the case when T0 < ... < TNg−1.

From Fig. 3.4, we see that there is a drawback when blindly applying robust sorting. It shows

a worse performance in a stationary environment by almost 1.7 dB. This is due to the large

quantization steps in power needed for allocating bits of the highest-priority class. This may

result in having quite some non-used subcarriers at low SNRs, since these subcarriers were only

devoted to high-priority bits, which cannot be placed there any more. One could allow for mixed

allocation of additional lower priority bits on these unused low-SNR subcarriers.

Channel with impulse noise in addition to background noise: Here, we studied real

measured impulse noise. In order to compute a pseudo PSD, the frequency domain of the impulse

noise signal was calculated by an FFT assuming it to be a stationary event, which is, of course,

not true (see Chapter 1, Section 1.3.1, for more details). Figure 3.5 shows the symbol-error rate

curves due to impulse noise plus stationary noise. In this case, the system with robust sorting

performs dramatically better than the intuitive sorting. It can also be shown that intuitive

sorting SER performances are even turned upside down such that the best protected class will

be having the worst SER. One could also allow for a switching between robust sorting and

intuitive sorting depending on the presence/absence of non-stationary noise on the channel.
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Figure 3.6: Robust sorting for a sum rate BT = 2304 bits/DMT-frame with 512 subcarriers using a

MAR model impulse response of a 2 km 0.4 mm loop and 10-T1/10-HDSL NEXT disturbers

Bit and Power Loading: Figure 3.6 shows the UEP bit and power loading for the robust

sorting mode for the defined channel parameters and stationary noise at 512 subcarriers (FFT

length 1024), it also shows (with some normalization to fit the given coordinate scale) SER varies

for each UEP level. As of robust sorting, high protected data will be put on low-SNR subcarriers

with a correspondingly very low bit load, i.e., small QAM constellations. This ensures a strong

protection against non-stationary noise and varying channel conditions.

Due to the lower bit load values and the resulting data spread over a large number of subcarriers

for the highest protected class, narrow-band interference can only hit a few of these carriers,

which are carrying only a small number of bits. This make it also robust against narrow-band

interference. Figure 3.7 shows the loading with the ‘intuitive sorting’. Unlike the robust sorting

scheme, the highest protected data will be placed in the highest-CGNR subcarriers with a

high number of bits. Consequently, this concentrates the important data in fewer subcarriers,

which makes the system vulnerable to non-stationary distortion and narrow-band interference.

Despite of that, the intuitive sorting improves the subcarrier utilization and optimize the power

allocation.

3.2.2.2 UEP Chow-like bit-loading SER analysis - second approach

In the previous approach, the dependence on an arbitrary initial γm leads to a very slow

convergence to the target rates. However, in [4], we proposed another Chow-like UEP bit-loading

which achieves the target rates in a very small time. The main reason for this fast convergence

is the accurate computation of an initial margin γm, which is computed using a starting average

noise margin γminit that is further enhanced using a single floating-point summation. Hence,

for an odd number of classes5, we can show that the middle class m performs very similar

5Assuming equal margin separations and equal individual target rates.
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to a non-UEP bit-loading that allocates an equivalent total sum rate BT using the same N

subcarriers, e.g., as in Fig. 3.4. The initial average noise margin γminit is approximated using the

average CGNR G and the average number of bits/subcarrier BT /N , i.e., assuming a non-UEP

bit-loading and uniform CGNR (e.g., as assumed by Yu and Willson). Thus, such that

γminit =
G

2BT /N
. (3.35)

Thereafter, we enhance this value using the following steps.

1. compute the total sum rate using γm = γm(init)
as:

BT =
N−1∑

k=0

log2

(
1 +

Gk

γm

)
=

N−1∑

k=0

log2

(
γm + Gk

γm

)

=
N−1∑

k=0

log2 (γm + Gk) − Ns log2 γm , (3.36)

2. assuming that γm << Gk, the addition inside the log2, i.e., (γm + Gk), is less sensitive to

γm. Thus, it is helpful to express γm in (3.36) as a function of Gk and γm as follows

Ns log2 γm =
N−1∑

k=0

log2 (γm + Gk) − BT .

3. Consequently, a new and a more enhanced version of γm can be computed using the old

value γmold
6 using a summation of floating-point values as follows

log2 γm =

∑N−1
k=0 log2 (γmold

+ Gk) − BT

N

∴ γm = 2

∑N−1

k=0
log2(γmold

+Gk)−BT

N . (3.37)

6γmold
may initially be set to γminit
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Accordingly, the noise margins of the other class are computed using ∆γ as

γj+1 = γj/∆γ . (3.38)

The main idea behind the approximation in (3.37) is the floating-point summation in (3.36),

which deals with the accumulation of the floating-point bit loads that results from the log2

operator. The floating point summation has been known for its difficult implementation on the

outdated digital signal processors (DSPs). However, this approach is applicable in most of the

modern fixed-point DSPs, which are capable of realizing mixed fixed-point widths, i.e., 16, 32, or

even 64, in their main computational unit (multiply and accumulate unit (MAC))7. Therefore,

they are capable of realizing different precision and accuracies using only binary additions with

fixed-point representation. This is as easy as the integer addition, e.g., in [32, 87], except for the

effort needed for controlling overflows, which are already minimized using a mixed fixed-point

widths architecture [92].

Moreover, relying on the quantized summation inside the adaptation loops may lead to error

propagation due to the quantization error. Additionally, starting from an arbitrary γm, which

has not been proved in [32] to guarantee convergence at all, is increasing the chance for error

propagation, i.e., when a false bit-loading values are computed using the inaccurate γm. Thus,

the previous floating-point summation helps to limit the error propagation. Furthermore, the

proposed floating-point summation results in an accurate (or almost accurate) γm that satisfies

the target sum rate using the floating-point bit loads.

Bit-loading and subcarrier grouping

As a straightforward approach for allocating the different Ng classes, the subcarriers are also

sorted in descending order (according to their CGNR). Thus, the data in the highest priority

class j = 0 are allowed to consume the stronger subcarriers first, i.e., assuming intuitive sorting.

Hence, the bits in class j = 0 are allocated using Eqn. (3.33) and the computed γ0. Thereafter,

a hypothetical threshold is set to the subcarrier location that satisfies the individual target

rate T0. This can be performed using the same binary search method in the first approach.

Keeping into mind that the binary search requires N log2 N iterations and each of this iterations

requires the sum rate for each group to be computed, which is, indeed, a huge complexity at

the end. Therefore, we introduce a novel scheme that performs a sequential summation for

all bit loads using the so-called cumulative summation8. Simply, the cumulative summation

is composed of an adder and a shift register (initially set to zero), where the output of the

adder is saved into this shift register and then moved again to the input of the adder after an

appropriate delay. Thereafter, the value in the delay element is inserted to the adder input and

added to the input stream as in shown Fig. 3.8. Hence, for an arbitrary input array x, where

x = {α0, α1, α2, α3, ..., αN−1}, the cumulative summation output y is defined as the following

y(i) = cumsum(x) =
n=i∑

n=0

αn , ∀ i = 0..N − 1 .

7modern fixed-point DSP acquire 16-bits data and perform their arithmetic operations on 32 and/or 64 bits

MAC unit as, e.g., in the Analog Devices Blackfin DSP [92]
8cumulative summation in Matlab [93] and Octave [94] is known as the function cumsum()
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This accumulation is done sequentially until we achieve the given target sum rate, thus, we stop

accumulating. Moreover, we proposed a tapped bridge cumsum (as in Fig. 3.8) where we can

decide to stop at the current output, i.e.,
∑n−1

i=0 x(i) or the previous summation at n − 1, if

the current summation is bigger than the required rate. Hence, for sorted channel gains, as in

Fig. 3.2, the hypothetical threshold, e.g., of the first class τ0, can be found such that the sum

rate is slightly greater than or equal T0. Consequently, the next classes are allocated using their

individual bit loads bk,j(γj) and target rates Tj . However, the accumulation starts from the

subcarrier next to the previous hypothetical threshold τj−1. Finally, if the total target rate BT

is not fulfilled, the overall γm has to be readjusted using an outer loop which forces to calculate

the initial γm once more. Hence, the whole procedure has to be recomputed.

Fixed-point Delay

ADDER

Fixed-point Accumulator

Figure 3.8: The proposed cumulative summation with two bridge taps

If the total power
∑N−1

k=0 pk computed from (3.39) is lower than the target power PT , the scaling

in Line 16 is equivalent to a margin maximization (MM) criterion. However, in general, this step

guarantees adapting the margin to the current channel conditions. The main drawback of this

approach is the need for two nested loops. An inner loop which adjusts the individual classes

sum rate Tj (as binary search is used) and an outer loop which is responsible for adjusting the

over all sum rate BT . Therefore, we present another approach that aims adjusting the individual

rates using a sequential addition of the sorted bit-loading values.

The analysis of Algorithm 3.5

Figure 3.9 shows the performance of the modified Chow et al. algorithm assuming multicarrier

modulation with 2048 subcarriers. In this case, we considered a wireless channel which is subject

to a multipath Rayleigh fading with addition to AWGN. We considered the channel power delay

profile of 9 delayed taps that results in a frequency selective frequency response (see Chapter 1

for more details about wireless channels). Accordingly, bits are allocated depending on the

sorted CGNR of all subcarrier, the target sum rate for every class, and the required margin

separations between classes. We assumed the same margin separations between each two classes

to be 3 dB. As expected, the algorithm preserves the designed 3 dB margin separation for any

given sum rate or individual rates. However, it is clear in this figure, and similar to previous

results in Fig. 3.4, that the performance deteriorates when adding more bits to the first class

(see the second scenario with target rate of each class fixed to Tj =2048 bits).

Convergence of Algorithm 3.5

We studied the convergence of the original Chow et al. algorithm (first approach) using two
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Algorithm 3.5 UEP Chow-like RA UEP bit-loading – second approach

Input: CGNR Gk = λk/σ2
n , ∀k = 0..N , Ng, BT , Tj , the maximum number of iterations

“MaxCnt1”, and ∆γ = 3 dB

Output: γj , power allocation pk, average probability of error Pj , and bit loads

Initialize: start index I = 0, τj = N ∀ j = 0..Ng − 1, target power PT , total subcarriers N ,

target sum rate BT , counter Cnt1 = 0, and γm,old = γminit = Gk

2BT /N

1: sort the subcarriers in a descending order according to the subcarriers CGNR

2: repeat

3: compute γm for the middle class m using (3.37). Thereafter, the other γj are computed

using the relation (3.38)

4: repeat

5: b̂k,j is calculated as in (3.33) using γj starting from I
6: using the cumsum operator b̂k ∀k = 0..N − 1 values, the number of subcarriers for each

priority class are selected such that Tj is fulfilled.

7: set τj to the location where the cumsum stops

8: I ⇐ τj + 1

9: j ⇐ j + 1

10: until j = Ng

11: γm is recalculated using the following adjustment, as in Algorithm 3.4, γm,new = γm,old ·
2

Btot−BT
N

12: γj = γm + (m − j) · ∆γ

13: γminit = γm

14: Cnt1 ⇐ Cnt1 + 1

15: until
∑Ng

j

∑
Mj

bk,j = BT or Cnt1 = MaxCnt1

16: if
∑Ng

j

∑
Mj

bk,j , BT then

17: further tuning based on the quantization error (3.34) is performed as in [32]

18: end if

19: power is allocated from the capacity formula, i.e., bk,j = log2(1 +
pk,jGk,j

γj
), such that

pk,j =
(
2bk,j − 1

) γj

Gk,j
. (3.39)

20: power is rescaled such that pk,j = pk,j ·∑N
k pk/PT .

different methods: starting with a fixed arbitrary margin of 3 dB and a uniformly distributed

random margin ∈ [0.1, 10). Furthermore, we studied our second approach using the initial

margin using (3.35) with a single floating-point summation enhancement (as in (3.36)). In order

to simplify our comparison, we assumed a single priority class that requires the total target rate

of 2304 bits/OFDM symbol (a non-UEP bit-loading). The channel for every iteration has been

generated randomly using the Rayleigh fading parameters in the discussed second approach,

while the SNR of the AWGN has been randomly selected between -5 and 15 dB. In Fig. 3.10,

it is clear that starting from a random (or even fixed margin) does not suite every channel and

every CGNR. However, computing the margin efficiently, as in our second approach, leads to
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almost instantaneous convergence, i.e., results achieved at the second or the third iteration.
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3.2.3 Fischer-like UEP Bit-loading

In this algorithm, we discuss the possibilities of modifying the Fischer-Huber algorithm [87]

for realizing UEP. As mentioned in Section 3.1.2.3, Yu and Willson have already studied the

Fischer algorithm and the possibilities to realize UEP. However, we are revisiting this algorithm

using our sorting-partitioning approach proposed earlier in this chapter, Section 3.2.1. Finally,

we propose a new floating-point adaptation that guarantees faster convergence to the required

overall target sum rate BT and the individual bit-rate Tj . The main advantage of the Fischer-

Huber algorithm is the linear representation of the bit-loading equations. Accordingly, the

modified UEP bit-loading formula of the Fischer algorithm (3.21) (for Ng classes) can be written

as

bk,j =
Tj

LMj

− 1

LMj

∑

Mj

log2 Gk,j + log2 Gk,j = bj − Gj + Gk,j , (3.40)

where, again, Gk,j is the log2 value of the channel-to-noise gain Gk,j , and Gk,j represents its

geometric mean. Thus, Fischer-like UEP bit-loading is also allocating bits according to bj −Gj

which is only dependent on the number of used subcarriers and does not change significantly

between classes, unless we know the subcarrier set in each class Mj . That is why Yu and Willson

try first to adjust Mj before knowing the exact bit load values. Indeed, this method is very

difficult to implement. However, if we use the first approximate values for Mj with an adaptive

margin that changes iteratively (as in the Chow algorithm), we can adapt much faster to the

final quantized bit loads. Therefore, we derive here the relation between (3.40) and Chow’s noise

margin in (3.33) (after omitting the “1” inside the log2) to be

Chow−like︷︸︸︷
bk,j = log2(Gk,j/γj) = Gk,j + log2(1/γj) (3.41)

Fischer−like︷︸︸︷
bk,j = Gk,j +

Tj

LMj

− Gk,j . (3.42)

Now, equating (3.42) to (3.41), we get

Tj

LMj

− Gk,j = log2 1/γj , (3.43)

where γj is the jth class noise margin. Hence, the steps of Algorithm 3.4 can directly be

applied to realize UEP with different ∆γj using an iterative method, i.e., Section 3.2.3.1.

Similar to Algorithm 3.5, we develop a faster version of the modified Fischer-Huber Algorithm

in Section 3.1.2.2

3.2.3.1 Fischer-like UEP bit-loading – iterative method

To modify the bit-loading (in (3.40)), to realize the different margin separations ∆γ , we have to

find the relation between the noise margin and the error probability which is then inserted it in
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the Yu-Willson system equations. As in (F.4), Appendix F, the SER for M -ary QAM is

Pj = 2

(
1 − 1√

2bk,j

)
erfc

(√
3

2

pGk,j(
2bk,j − 1

)
)

≈ 2 erfc

(√
3

2

pGk,j(
2bk,j − 1

)
)

, (3.44)

where (1−1/
√

2bk,j ) ≈ 1 for higher order modulation, p is the average signal power9, and Gk,j is

the CGNR of the jth class and the kth subcarrier. Thus, from (3.33) we get the relation between

Gk,j and γj for different bit load values to be

Gk,j = γj

(
2bk,j − 1

)
. (3.45)

Now, substituting (3.45) into (3.44), we obtain

Pj ≈ 2 erfc

(√
3γj

2

)
. (3.46)

Therefore, the noise margin for class j can be written as

γj ≈ 2

3

[
erfc−1

(Pj

2

)]2

, (3.47)

where γj = γ0 , for j = 0 or γj = γ0/(j · ∆γ) , ∀ j = 0..Ng − 1. Thus, if the SER for each class

is given and the final individual bit-rates Tj , one can compute the equivalent noise margin γj

directly using (3.47). Hence, the exact bit load values in (3.42) can be directly computed in

order to satisfy the given SER. However, γj is computed independent of the given rates. Thus,

they cannot guarantee the required Tj . Hence, the bit loads of the most important class is first

computed using the stronger subcarriers; the hypothetical threshold is set accordingly, such that

T0 is fulfilled. The next classes may consume the remaining subcarriers until their individual

bit-rates are fulfilled or no more subcarriers are left. Certainly, the hypothetical thresholds can

be found using either the binary search (as in Algorithm 3.4) or the “cumsum” method in the

second approach. In this case, we start searching for the hypothetical thresholds from the first

subcarrier index. Nevertheless, one can follow the Yu-Willson algorithm to find an approximate

value for the number of subcarriers in each group to narrow down searching. This is done using

the average number of bits for each class bj such that LMj = Tj/bj . In this case, bj can directly

be computed from (3.41) and (3.47), however, using the Gj , as follows

bj = Gj − log2 γj = log2

(
3

2
Gj

[
erfc−1

(Pj

2

)]−2
)

, (3.48)

which is used to obtain a better approximate LMj . Thereafter, bits are computed using

(3.42) until the individual target rates Tj are fulfilled, however, assuming a floating-point (non-

quantized) bit loads. Thus, further quantization step is required, which may not be able to fulfill

the target Pj . Therefore, the power values on each subcarrier are forced to follow the required

γj (computed from Pj as in (3.47)), the final bk,j , and Gk,j using (3.44) to be

pk,j ≈ 2

3

(
2b̂k,j − 1

)

Gk,j

[
erfc−1

(Pj

2

)]2

=
2

3

3

2

(
2b̂k,j − 1

)

Gk,j
γj , (3.49)

9Here we assume that the power is the same on every subcarrier, which is also the assumption by Fischer and

Yu et al..



66 3.2. UEP BIT-LOADING AND POWER ALLOCATION

where b̂k,j = ⌊bk,j + 1
2⌋. In the following, we discuss the complete pseudo-code of the algorithm.

Algorithm 3.6 Fischer-like using UEP bit-loading based on the modified Yu-Willson algorithm

Input: CGNR Gk = λk/σ2
n , ∀ k = 0..N − 1, Ng classes, target sum rate BT , individual rates

for each class Tj , target power PT , P0, and ∆γ = 3 dB

Output: Pj (computed using γj , ∆γ , and (3.46)), power allocation pk,j , and bit loads bk,j

Initialize: j = 0 and γ0 = 2
3

[
erfc−1

(
P0
2

)]2

1: sort the subcarriers in a descending order according to the subcarriers CGNR

2: find bj using (3.48) and compute the approximate value for LMj such that LMj =
Tj

bj

3: according to LMj , the subcarrier indices are addressed in the sets Mj

4: repeat

5: compute the accurate γj using γ0 and ∆γ

6: calculate bk,j for each k subcarrier in Mj using (3.42)

7: compute the quantized b̂k.j = ⌊bk,j + 1
2⌋

8: adjust Mj iteratively using sequential10 until
∑

Mj
bk,j ≈ Tj , where a few bits may be left

to the brute-force steps as in Algorithm 3.2 (Line 14 to Line 18)

9: j ⇐ j + 1

10: γj = γ0 − j · ∆γ

11: until j = Ng or no more subcarriers left

12: the power is allocated and scaled similar to Algorithm 3.5, Line 19 and Line 20
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Figure 3.11: UEP Fischer-like using robust sorting

Figure 3.11 depicts the robust sorting scheme proposed in Section 3.2.1, where the most impor-

tant bits are allocated to the weaker subcarriers first. The least important data are allowed to

be placed on the good subcarriers and still use the leftover weak subcarriers from allocating the
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highest priority class. Figure 3.12 depicts the bit-loading results for the intuitive sorting case.

In both figures, the bit load values are quantized and the power is allocated according to the

required Pj . From both figures, we notice that the SER of the robust sorting is slightly worse
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Figure 3.12: UEP Fischer-like using intuitive sorting

than the intuitive bit-loading. This can be due to congesting the bits of the least priority class

to a few number of subcarriers, i.e., consuming higher power. Similarly, the weaker subcarriers

are reserved for the highest priority data with high power consumption.

3.2.3.2 UEP Fischer-like bit-loading – fast method

If a target sum rate BT is required to be fulfilled for Ng individual classes with Tj individual

target rates on each class, the algorithm turns to be rate-adaptive. Hereto, the margin in (3.42)

has to be calculated according to the given rates and to the current channel Gk. As mentioned in

Section 3.1.2, the main drawback of the Fischer algorithm is its slow evacuation of the negative

subcarriers. As a solution, we propose a generic adaptive margin which is added to (3.42) in

order to adapt the total target rate and the individual rates. This margin is adapted similar to

the Chow et al. method and using the quantized positive bit loads by

γnew
m = γold

m · 2

∑N

k
b̂k,j −BT

N , (3.50)

where the total number of used subcarriers is assumed to be N . Therefore, the − log2 γ in (3.42)

is computed to be

− log2 γnew
m = − log2 γold

m −
∑N

k b̂k,j − BT

N
. (3.51)

In order to adapt each of the Ng different classes, their margin separations have to be considered

in (3.51), i.e., by adding − log2 γm − log2 ((m − j)∆γ) to the bit load of the jth class. Assuming
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equal number of bits on each of these Ng classes makes the middle class equivalent to non-UEP

bit-loading with the total sum rate BT
11. Therefore, γm ≡ γmiddle, which is used in order to

compute every other γj . In the following, we list the required steps for this algorithm assuming

an odd number of classes.

Algorithm 3.7 Fischer-like UEP bit-loading based on the Chow-like algorithm

Input: CGNR Gk = λk/σ2
n , ∀k = 0..N − 1, Ng classes, target sum rate BT , individual rates for

each class Tj , target power PT , and ∆γ = 3 dB

Output: power allocation pk,j and the exact quantized bit load b̂k,j

Initialize: j = 0, starting index I = 0, τj = N , − log2 γm =
Tj

LMj
− Gk,j , and m =

Ng−1
2

1: compute the logarithm of Gk, Gk,∀ k = 0..N − 1

2: sort the subcarriers in a descending order according to Gk in a set M
3: repeat

4: repeat

5: Calculate the quantized bit loads of the jth class b̂k,j for each subcarrier in Mj as

b̂k,j = ⌊

const︷                                      ︸︸                                      ︷
Gk,m − log2 ((m − j)∆γ) +

1

2
− log2 γm⌋bmax

0 ,

where Mj ∈ M(I + 1 : τj)

6: find a more accurate τj using “cumsum”, such that
∑

Mj
bk,j ≈ Tj

7: change the starting index I such that I ⇐ τj

8: until j = Ng or no more subcarriers left

9: update γm such that − log2 γm = − log2 γm −
∑N

k
b̂k,j−BT

N

10: j ⇐ j + 1

11: until
∑N

k b̂k,j ≈ BT

12: power is allocated according to the bit-loading and Gk as in Algorithm 3.5, Section 3.2.2.2.

Analysis of Algorithm 3.7

As expect, from Fig. 3.13, the Fischer-like algorithm performs similar to the Chow-like proposed

in the previous section. However, it has a slightly better performance for the least protected

class assuming intuitive bit-loading. This is clear since the removal of the “1” in the capacity

formula protects from allocating the very weak subcarriers and, therefore, improves the power

allocation.

Convergence of Algorithm 3.7

In herein, we study the convergence of the modified Fischer-like UEP bit-lading, which is required

to allocate 3 classes with 3 dB margin separations. Each of these classes is allocated with 768

bits, i.e., 2304 bits/OFDM in total. We see from Fig. 3.14 that the algorithm is also converging

in almost 3 iterations. This fast convergence here is due to the use of the floating point margin

11 If T0 < T1 < ... < TNg−1, it is most likely that we select one of the last classes to resemble the average noise

margin γm.
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Figure 3.13: Chow-like vs Fischer-like UEP bit-loading using 2048 subcarriers and 2048 bits/class

adaptation, i.e., without the early and the slowly evacuation of the negative-load subcarriers.

However, a residual oscillation can be seen on either the least priority class or, equivalently, the

final target rate. This oscillation results form discarding the brute-force process at all (which

has to be implemented in the last class). However, it is oscillating by a small number of bits,

i.e., only ±2 of the required target rate for this particular scenario.
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3.2.4 UEP Bit Allocation Based on the Greedy Method

The previous simple partitioning scheme allocates different parts of the data stream to different

subcarriers (with different bit-rates and error probabilities) according to the required QoSs.

This is very suitable for bit-loading schemes which rely on allocating bits according to the

quantized Shannon capacity. However, for greedy methods and the algorithms that follow

the power-minimization criterion, the partitioning schemes proposed in the previous sections

becomes a very complex and impractical approach. Thus, we developed a partitioning scheme

that efficiently approximates the number of subcarriers required for each priority class exploiting

the relation between the required QoS, the target bit-rate, and the given number of subcarri-

ers. First, we modify the heaviest -and the optimum- greedy bit-loading algorithm developed

by Hughes-Hartogs [83]. Therein, the required target rates are only allowed to allocate the

pre-calculated subcarrier partitions. Second, we modify the less complex (and sub-optimal)

algorithm by Campello in [33] using the same method.

3.2.5 Modified Hughes-Hartogs Algorithm for UEP Bit-loading

Hughes-Hartogs’ bit-loading algorithm cannot follow the partitioning scheme in [7, 2]. The rea-

son is that the greedy algorithms allocate bits to the subcarriers with the minimum incremental

power first. Therefore, we approximate the number of subcarriers required for each class by

finding a hypothetical threshold between the current class and the successive classes as will

be discussed later. Our approach follows the margin-adaptive criterion discussed early in this

chapter. Accordingly, the maximum system margin is given by

γmax =
PT∑N
k pk

. (3.52)

3.2.5.1 Partitioning scheme

Based on the required SER and the target bit rates Tj for each class, we compute equivalent

bit rates BTj (discussed later), assuming that each class can freely allocate the entire number of

subcarriers separately, i.e., BTj > Tj . However, the selection of these BTj have to preserve or 3

dB margin separations between the classes. Once BTj for all classes are computed, we can start

accumulating bits for the first class, j = 0, until its target rate T0 is fulfilled, i.e., at a certain

subcarrier index. This index is set as a hypothetical threshold for this class. For the next class,

we start accumulating bits from the next subcarrier position and stop at the position where the

accumulated number of bits gives Tj+1. In Appendix B, Example 1, we calculate the equivalent

number of bits for an odd number of priority classes, when each class is assumed to allocate all

the N subcarriers. Assume that the subcarriers are sorted in descending order and assume that

it is required to allocate an equivalent number of bits, BTj , on each class, such that the SER

is similar to the case when Tj is allocated to Mj only. According to Appendix B, assuming a

fixed margin separation of 3 dB, the first, the second, and the third priority classes allocates an

equivalent number of bits equals to BT − N , BT , and BT + N bits, respectively.
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The following are the steps for allocating the given subcarriers to the required classes without

extra iterations:

(a) Assume that each priority class is allowed to consume all the N subcarriers (sorted in

descending order) to allocate BTj bits simultaneously.

(b) As in Fig. 3.15 (Part a), the first, the second, and the third priority classes will allocate

BT0 = BT − N , BT1 = BT , and BT2 = BT + N bits, respectively (Appendix B, Example 1).

(c) Starting from the first class and the highest SNR subcarrier, bits are accumulated using a

cumulative summation (cumsum) process.

(d) The cum-sum will stop accumulating bits when the output is greater than or equal T0.

Hence, the current subcarrier will be the hypothetical threshold subcarrier θ1.

(e) For the next class, the cum-sum will accumulate the bits of the second class starting from

(θ1 + 1) and continue accumulating until the output ≥ T1 as in Fig. 3.15. (Part b).

(f) The same steps are repeated for the remaining classes, see Fig 3.15 (Part c), to find θj .
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Figure 3.15: Partitioning using our approximation, cum-sum, and the calculated BTj
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3.2.5.2 UEP Bit-loading steps based on Hughes-Hartogs algorithm

The complete Hughes-Hartogs-like bit-loading algorithm steps are as follows:

Algorithm 3.8 Hughes-Hartogs-like margin adaptive UEP bit-loading

Input: CGNR Gk = λk/σ2
n , ∀k = 0..N − 1, Ng classes, target sum rate BT , individual rates for

each class Tj , the equivalent rates BTj (Appendix B), and target power PT

Output: the power allocation pk,j and the exact discrete bit-loading values b̂k,j

Initialize: the zero matrices B (bits) and E (power) with N rows and Ng columns (for adapting

each class with its BTj ), j = 0, and the starting index I = 0

1: sort the subcarriers in a descending order according to Gk in a set M
2: repeat

3: repeat

4: compute the incremental power steps ∆pk,j for M given classes in case of incrementing

each subcarrier by only one bit as in [8]

∆pk,j =

2
3

[
erfc−1

(
P0
2

)]2

Gk∆γj

bit increment︷                         ︸︸                         ︷(
2B(k,j)+1 − 2B(k,j)

)

=

2
3

[
erfc−1

(
P0
2

)]2

Gk∆γj

(
2B(k,j)

)
, (3.53)

where P0 is the probability of error of the first class.

5: find k with the minimum ∆pk,j among all subcarriers in each class

6: increment B(k, j) by one bit such that it does not exceed the maximum bmax

7: increment the power of the kth subcarrier by ∆pk,j , i.e., pk,j = pk,j + ∆pk,j

8: update E(k, j) such that E(k, j) = pk,j

9: until
∑N

k bj
k ≈ BTj

10: find τj such that
∑

Mj
bk = Tj , see Fig. 3.15 (Part a) for more details.

11: find the set of subcarriers in each group such that Mj ∈ M(I + 1 : τj)

12: increment class index j ⇐ j + 1 and the starting index I ⇐ τj

13: until j = Ng or τj = N

14: rescale the allocated power such that

pk,j = pk,j

∑
N pk

PT
. (3.54)

3.2.6 Modified Campello Algorithm for UEP Bit-loading

We developed in [8] a sub-optimal bit loading algorithm based on the one described by Campello

in [33] in order to realize an adaptive hierarchical modulation (which is discussed in the next

chapter). This has been done to avoid the iterative QoS based partitioning in [7, 2]. However,

since we are now able to perform a simple QoS partitioning as discussed before, it is easier to
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modify the same sub-optimal bit-loading algorithm to realize UEP using a non-hierarchical

modulation. This will be simpler and more efficient than the previous greedy bit-loading

algorithm. The simplification here lies in the quantization of the channel-gain-to-noise ratio

Gk, gathering similar levels of Gk into L groups, where L is much smaller than the number

of subcarriers N . We simplified it further by introducing a linear solver that computes the

approximate bit load for these L levels, instead of the consecutive logical iterations in the original

algorithm [33]. The discrete bit-loading b ∈ Zbmax
0 is said to be energy-efficient, assuming two

different subcarriers n & m, if

max
n

∆pn(bn) < min
m

∆pm(bm + 1) ∀ n, m = 1, ..., N . (3.55)

This means that the maximum incremental power achieved (to place bn bits) is less than the

minimum power required to add an extra bit on any other subcarrier (minm ∆pm(bm + 1)). As

in [8], the approximate discrete bit-allocation b̂k,j that satisfies (3.55) is given by [33]

b̂k,j =
[
⌊log2 Gk,j⌋ + ij

Bopt

]bmax

0
, (3.56)

where ij
Bopt

∈ Z is selected such that
∑

k b̂k,j ≤ BTj
12 and Gk,j = Gk/Γj is the gain-to-noise

ratio with the gap Γj of each class j. In [33], the value ij
Bopt

guarantees only a local optimum.

Therefore, in [8], we relaxed this expression to include ij
Bopt

, ij
Bopt

+ 1, and ij
Bopt

− 1. The one

that approaches the target rate is selected. This reduces the total number of iterations required

for brute-force steps (as in Algorithm 3.2) to achieve a strict target rate. Γj , as in [95], is defined

as

Γj =
2

3

[
erfc−1

(Pj

2

)]2

. (3.57)

The floor operator ensures, first, a lower bound for the bit load and second, that subcarriers

with different real Gk,j are allocated to the same number of bits b̄i, where i is the index of the

similar bit-loading. Assuming that the number of identical bit load is RN ; let V be a vector of

length RN , where each index contains a pointer V j
i to a vector uj

i which contains the subcarriers

with similar bit-loading such that for class j, each index in Vj is

V j
i ⇒ {uj

i : ⌊log2 Gui,j⌋ = b̄i} . (3.58)

Since log2 Gk,j can result in negative values, one has to scale it by the minimum value log2 Gmin
j

such that

Ĝ
j
i = ⌊log2 Gk,j − log2 Gmin

j ⌋ , (3.59)

are all positive values. The quantization error due to the floor operator is

∆j
k = {log2 Gk,j − log2 Gmin

j } − Ĝj
i . (3.60)

The total bit-rate (computed using (3.56)) is

N−1∑

k=0

b̂k,j =
L−1∑

i=0

[
Ĝ

j
i Vi + ij

Bopt
Vi

]bmax

0
. (3.61)

12the equivalent number of bits if the jth class consumes the N subcarriers
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After relaxing iB in (3.61) to be ∈ R, the proposed values for computing ij
Bopt

can be computed

as follows

iB =

⌊
BTj −∑L−1

i=0 Ĝ
j
i V j

i

Lj

⌋
(3.62)

ijB =




iB − 1

iB

iB + 1


 ∈ Z , (3.63)

where the floor operation guarantees that we are always a sum rate less than or equal BT , i.e.,

we need only to decrement the bit load values to achieve the exact BT . Hence, ij
Bopt

is selected

from these three values in order to minimize

min
i
j
B

BTj −
Nj−1∑

k=0

b̂k,j , (3.64)

where b̂k,j is finally computed using (3.56).

The 1st method using quantization errors only:

This method is similar to the brute-forcing done by Chow et al. in Algorithm 3.2. One has,

however, to consider two issues while brute-forcing using the quantization error only:

1. the quantization error on each subcarrier can only be used once, i.e., since only the first

time minimizes the energy for sorted subcarriers [33].

2. the quantization error on weak subcarriers may lead to allocate non-feasible subcarriers

or over-load others, which may lead to a huge power consumption.
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Algorithm 3.9 Campello-like margin adaptive UEP bit-loading

Input: CGNR Gk , ∀k = 0..N − 1, Ng classes, target sum rate BT , individual rates for each

class Tj , and target power PT

Output: power allocation pk,j and the bit-loading values b̂k,j

Initialize: the zero matrices B (bits) and E (power) with N rows and Ng columns, j = 0, the

starting index I = 0, and the quantization error vector ∆ with all zeros.

1: sort the subcarriers in a descending order according to Gk in a set M
2: repeat

3: compute Ĝj
i ∀ i = 0..RN − 1 using (3.59), then find iBopt using (3.63) and BTj in the

previous algorithm; compute the bit-loading b̂k,j using (3.56) and fill B(k, j) = b̂k,j

4: find the quantization error using (3.60), such that

∆j
k = {Gk,j − Gmin

j } − Ĝj
i

5: repeat

6: increment find k with the highest ∆k

7: b̂k ⇐= b̂k + 1; and fill B(k, j) = b̂k,j

8: ∆k = −1, so as not to use it again.

9: until
∑N−1

k=0 B(k, j) ≈ BTj

10: find the set of subcarriers in each group such that Mj ∈ M(I + 1 : τj)

11: increment class index j ⇐ j + 1 and the starting index I ⇐ τj

12: until j = Ng or τj = N

13: calculate the power for the kth subcarrier and the jth class and update E using

pk,j =

2
3

[
erfc−1

(
P0
2

)]2

Gk

(
2B(j,k) − 1

∆γj

)
(3.65)

14: rescale the allocated power such that

pk,j = pk,j

∑
N pk

PT
(3.66)

2nd method using the minimum incremental power

We implement the same steps as before except for Line 6. Instead, we followed the Hughes-

Hartogs approach. This modification needs to fulfill Eq. (3.55) as follows

6: find k with the minimum ∆pk,j (computed using (3.53)) among all subcarriers in each

class; decrement (increment) the kth subcarrier that comes with the maximum (minimum)

incremental power, i.e., max ∆pk(bk − 1) (min ∆pk(bk + 1)). Thereafter, update ∆pk such

that ∆pk = ∆pk − max ∆pk(bk − 1) or ∆pk = ∆pk + min ∆pk(bk + 1), respectively.
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The results of algorithms 3.8 and 3.9

To evaluate our algorithm, we consider three priority classes with three different priorities. As

can be seen from Fig. 3.16, assuming 2048 bits per class, the 3 dB margin separation in case of

perfect channel state information is preserved with almost no difference in performance between

the modified Hughes-Hartogs and the modified Campello algorithms.
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Figure 3.16: Adaptive UEP OFDM with ∆γ = 3 dB, 2048 subcarriers, and 2048 bits/class

For channel uncertainties, we adopted the uncertainty model in Chapter 1, Section 1.3.2 (1.7),

where a Rayleigh channel with complex components, each real and imaginary is assumed to be

a Gaussian variable with zero mean and variance equal 1, i.e., CN (0, 1). The errors are assumed

to be Gaussian as well with zero mean and 25% deviation from the channel variance, i.e., the

channel correlation coefficient square |ρc|2 = 1/4. In Fig. 3.17, the performance of our modified

Campello algorithm with channel uncertainties at both sides transmitter (bit-loading errors)

and receiver (equalization errors). One can see that that reducing the overall rate by 25% can

enhance the performance, while still not sufficient.

The difference between the proposed methods can be seen in Fig. 3.18. In this figure, the

upper plot represents the Campello-like UEP bit-loading using 1st method, the middle plot

represents the 2nd method, and lower plot is depicting the Hughes-Hartogs-like UEP bit-loading.

Comparing the upper and the middle plot, one can notice that the quantization error alone is

not sufficient to determine the brute-force final bit distribution at the low-SNR values, i.e., the

1st method allocates more the weaker subcarriers. Comparing the Campello-like 2nd method to

the Hughes-Hartogs-like, one can directly notice that the latter algorithm does not fulfill the

water-filling criterion and, hence, spreads more over the total number of subcarriers.

We further verify this issue by plotting the power allocation of these three schemes in Fig. 3.19.

From this figure, it becomes clear that the 1st method of Campello-like UEP bit-loading consumes
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Figure 3.17: Adaptive UEP with 25% channel uncertainty using the Campello-like algorithm, 2nd

method
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more power at the weaker subcarriers (see jumps at the second and the third classes). However,

Hughes-Hartogs-like and Campello-like, using the 2nd method, are distributing the power more

efficiently. In these two schemes, a jump by a factor of 3 dB is seen at any bit-loading transition.

It is clear also (from this figure with sorted subcarriers) that the Campello-like UEP bit-loading

(2nd method) follows water-filling-like effect which comes due to quantizing of the channel

capacity formula.

0 200 400 600 800 1000 1200 1400 1600 1800 2000
0

0.5

1

1.5

2

2.5

Subcarriers

va
lu

e

Campello’s 2nd
Campello’s 1st

Hughes−Hartogs

Figure 3.19: Power allocation using Hughes-Hartogs and Campello like algorithm for sorted subcarriers

at SNR = 5 dB
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Chapter 4

Adaptive UEP Multilevel

Modulation

The recent era of fast and high-definition (HD) multimedia broadcasting has evolved from con-

sidering a single priority transmission to multilayer transmission with different reliabilities. This

is achieved by utilizing the channel degradation, where the sub-channels (assuming multicarrier

or multiuser system) can be sorted according to their attenuation [26]. Hence, all the spatial,

temporal, and spectral sub-channels have to be allocated based on their carriers gain-to-noise

ratio and the required QoSs. One solution is to use UEP bit-loading as proposed in Chapter 3,

where the given resources are divided according to the prioritized data. However, in some

applications, the mandatory data have to be equally decoded by all receivers at the same time

and the extra data are only interpreted by the higher definition ones. For example, in HD

video broadcasting, images recorded using the HD resolution 720p, i.e., 1280×720 pixels1 [97],

are required to be screened on either old or new featured receivers. In this case, the extra

pixels needed for HD resolution have to be transmitted together with the traditional standard

definition (SD) resolution on the same resources.

As a solution for this dilemma, hierarchical modulation has been introduced in the modern

multimedia standards, e.g., the digital video broadcasting – terrestrial (DVB-T) [98] and the

ultra mobile broadband (UMB) [99] standards. Thus, hierarchical modulation (also known as

embedded modulation [100]) uses constellations with non-uniformly spaced signal points. Hence,

two or more modulation schemes, for two or more different data symbols, are mapped onto the

same constellation set. One of these schemes has a higher modulation order, which can only be

interpreted by more advanced receivers or the ones which are close enough to the transmitter.

The other modulation scheme has a lower modulation order. Nevertheless, it can be decoded by

every receiver in the network.

There are different hierarchical constellation constructions in literature. In [98, 100, 99] proposes

the constellation in Fig. 4.1.a. It implements the lower modulation order (4-QAM) using the

cloud formed by the higher modulation order (16-QAM) with different Euclidean distance. In

1The pixel is the smallest addressable screen element and the smallest unit of a picture [96].
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other words, the 4-QAM is formed by the cloud of another smaller four 4-QAM, i.e., each of these

4-QAMs is located in a single quadrant (see Fig. 4.1.a). The Euclidean distance between the

neighboring points of the smaller constellation is d1. However, the distances between the centers

of each two neighboring clouds (the Euclidean distance of the virtual lower modulation order)

is d0. The main drawback of this model is that the minimum Euclidean distance2 decreases

monotonically with increasing the number of levels or for every single bit addition. In contrast,

we select the hierarchical constellation proposed in [101] and illustrated in Fig. 4.1.b. In this

case, the minimum Euclidean distance between any two clouds of the jth class is kept the fixed

during bit allocation; this equal to dj−1. However, after allocating all possible bits, the overall

constellation size will, of course, shrink to keep the same average energy. This means that the

average symbol energy needs certainly to be computed for every new class addition and, even,

for each single bit addition.

In order to compute proper SER values for all possible cases, the authors in [101] suggest

to calculate the average power for all possible constellations analytically, as a clossed form

expression is not too handy. However, we computed the average power numerically (using

MATLAB/Octave) for all possible cases. This can be done easily by calculating the energy of

each constellation point (the average of the distances to the origin of each possible realization).

Finally, these values are stored in a simple lookup table, which make it an efficient approach,

especially, in practical real-time applications.
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Figure 4.1: Hierarchical quadrature amplitude modulation 4/16-QAM

Adjusting the Euclidean distances between different constellations is capable of delivering UEP.

Thus, for realizing Ng priority classes, one has to realize Ng different Euclidean distances dj

2lmin, which is the distance between the nearest two neighboring points of two adjacent clouds
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(∀ j ∈ {0..Ng − 1}). Here, we first present prioritized transmission using a non-adaptive

hierarchical modulation which implies different Euclidean distances. Thereafter, we introduce

an adaptive hierarchical modulation scheme that realizes an adaptive multilevel (hierarchical

and non-hierarchical) modulation which depends on the CGNR of each carrier in a multicarrier

transmission.

In this chapter, we use two different bit-loading algorithms to give a flavor of possible options,

although we will not study all the proposed UEP bit-loading algorithms again, which we know

from Chapter 3. However, extensions to these algorithms are always straightforward. Therefore,

in this chapter we stick to the greedy bit-loading approach which is modified to adopt multi-level

embedded (or hierarchical) modulation to achieve UEP in OFDM transmission [9, 10].

4.1 UEP with Hierarchical Modulation

In hierarchical (or embedded) modulation, the margin separations between Ng given classes with

different Euclidean distances dj can easily be adjusted modifying the ratios between constellation

distances, i.e.,
dj

di
, where i and j are two different classes. In Fig. 4.2, we assume the same

prioritized transmission profile as with Chapter 3, i.e., assuming the same 3 different classes

(Lj , j ∈ {0, 1, 2}) with a 3 dB margin separations, such that

d0/d1 = d1/d2 =
√

2 . (4.1)

Thus, for every single bit addition, the power is calculated using the average symbol energy in

the lookup table and the margin separations given by the relation in (4.1) .
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(b) A BPSK (L0) is embedded in a 4-QAM (L1) which

is embedded in a non-square 8-QAM (L2)

Figure 4.2: Hierarchical quadrature amplitude modulation: (a) 4/16/64-QAM and (b) 2/4/8-QAM
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In this hierarchical modulation scheme, we assume to have square, cross, and the sub-optimal

rectangular constellations, i.e., a single bit addition can alternate between them. We depict two

different constellations, first, a square constellation that realizes a 4/16/64-QAM (Fig. 4.2.a)

and, second, a rectangular constellation that is denoted as 2/4/8-QAM (Fig. 4.2.b).

4.1.1 Non-adaptive Hierarchical Modulation

In herein, we show the performance of a non-adaptive hierarchical modulation which preserves

an arbitrary margin separation of 3 dB. Figure 4.3 depicts the symbol-error ratios in case of

AWGN using a fixed hierarchical modulation equivalent to 2/4/8-QAM (as defined in Fig. 4.2.b).

Figure 4.3 also shows the comparison between AWGN and a Rayleigh fading channel (using the

same multipath fading channel used in Chapter 3 and Chapter 1). It is clear form this figure

that the 3-dB margin is strictly preserved in the AWGN case, only. In Rayleigh fading channels,

this margin separation becomes wider, almost 6 dB at a SER (symbol-error ratio) of 2 · 10−3.

Nevertheless, the order of the classes and the relative margin separations are roughly preserved.
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Figure 4.3: SER for 2/4/8 hierarchical QAM (defined in Fig. 4.2.b) assuming 3 different classes with a

margin separation of 3 dB, i.e., in total, 6144 bits were placed on 2048 subcarriers

In case of Rayleigh channel, the overall system performance deteriorates compared to the AWGN

channel. This is due to the fixed modulation size and the fixed power allocation under the varying

channel gains. Hence, further adaptation to channel conditions, using adaptive modulation and

power allocation, is a very important to keep the margin separation preserved and to enhance

the performance by adapting to the channel conditions.
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4.1.2 Adaptive Multilevel Modulation

The UEP bit-loading algorithms discussed in Chapter 3 are relying mainly on subdividing the

total number of subcarriers into a given number of classes. That was, to a certain extend,

a complex iterative process. Yet, we opt for hierarchical modulation to realize UEP classes

together with bit-allocation instead of the subcarrier grouping, since it realizes different classes

more efficiently without tedious binary searching or sub-optimal subcarrier grouping. This

can be achieved by allowing coexistence between non-hierarchical and hierarchical (multilevel)

constellations.

4.2 Hughes-Hartogs-like Multilevel Adaptive Modulation

We extend our work further to realize UEP using adaptive hierarchical modulation starting from

the greedy bit-loading by Hughes-Hartogs. Assuming an intuitive sorting, the highest priority

class first consumes the good-CGNR subcarriers with the minimum incremental power (calcu-

lated based on the maximum allowed symbol-error rate P0 (SER) and the channel coefficients).

Thereafter, the bits of the following classes are allowed to be allocated to either already used

subcarriers in a hierarchical fashion or to yet free subcarriers depending on the minimum power

increment. Free subcarriers are used then based on the same given margin separation ∆γj ,

which is identical to the one given by the hierarchical modulation Euclidean spacing.

Hence, the only required information to establish our algorithm now is the SER of the first class

P0, the subcarriers CGNR Gk, and the required margin separations ∆γj . The initial margin

γ0 is computed using only the knowledge of P0 by applying the approximated relation between

the given P0 and the required margin in (3.47) (Chapter 3 - Section 3.2.3). Hence, the other

margins γj of the less important data are computed using the given margin separation ∆γ0, such

that γj = γ0/(j · ∆γ) , ∀ j ∈ {1..Ng − 1}. Thereafter, the other SER Pj are calculated using the

computed margins γj and the inverse relation in (3.46).

In the following, we propose the modified UEP Hughes-Hartogs bit-loading algorithm (originally

defined in Chapter 3, Section 3.1) using hierarchical modulation. The system margin is always

adapted according to the total target power PT and the allocated power to the each subcarrier

Pk. Thus, the maximum system margin is given by

γmax =
PT∑N
k Pk

. (4.2)

In this algorithm, the matrix B has Ng hierarchy levels as its columns and N subcarriers as

its rows. Non-allocation of leading column(s) means that first protection level data have not

been put on the corresponding carrier. Nevertheless, lower-priority classes may still realize

hierarchical modulation using smaller hierarchical signal sets. However, if only one class is able

to allocate bits on a certain subcarrier k, this subcarrier will have a homogeneous constellation.

The number of bis and the power allocated to such subcarriers are controlled in order to preserve

the margin separation ∆γj .
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Algorithm 4.1 Hughes-Hartogs-like margin adaptive UEP multilevel bit-loading

Input: CGNR Gk, Ng classes, target sum rate BT , individual rates for each class Tj , the

maximum required P0, and target power PT . The maximum allowed number of bits on

each class bj
max, and the maximum number of bits per carrier bmax.

Output: pk,j and the exact discrete bit-loading values b̂k,j

Initialize: set j = 0, allocate N × Ng zeros to the bit-loading matrix B and N zeros to the

power loading vector P and the incremental power vector ∆P

1: repeat

2: repeat

3: compute the incremental power ∆Pk, for every subcarrier assuming a single bit addition,

using the following approximate equation (assuming non-hierarchical as in (3.53)):

∆P(k) =

2
3

[
erfc−1

(
P0
2

)]2

Gk∆γj
2
∑j

l=0
B(k,l) , (4.3)

where ∆γj is the margin difference between the first priority class margin γ0 and the

jth class margin γj .
∑Ng−1

j=0 B(k, j) is the total number of bits on the kth subcarrier

allocated by classes j, j − 1, ..., 0, i.e., the current number of bits on this subcarrier.

4: ∆P(k) = ∆Pk

5: find the subcarrier index k that corresponds to the minimum incremental power in ∆P

6: if B(k, j) + 1 ≤ bj
max and

∑j
l=0 B(k, j) + 1 ≤ bmax then

7: B(k, j) ⇐ B(k, j) + 1

8: P(k) ⇐ P(k) + ∆P(k)

9: end if

10: until
∑N−1

k=0 B(k, j) = Tj

11: j ⇐ j + 1

12: until j = Ng

13: rescale the allocated power such that pk = pk
PT∑N−1

k=0
P(k)

= pkγmax .

Equation (4.3) approximates the multilevel overlapping incremental power to an equivalent incre-

mental power of a homogenous modulation, assuming the same number of bits. In Appendix C,

we show that this approximation results in a lower bound of the incremental power. This means

that the computed incremental power in (4.3) is slightly less than the exact incremental power.

This induces more subcarriers with hierarchical that it should be. Thus, we admit that this is a

suboptimal solution, which results in worse performance. However, we can exactly compute the

factor between the incremental power of the homogeneous and the non-homogeneous modulation

as discussed in Appendix C.

Figure 4.4 depicts the performance of the modified Hughes-Hartogs algorithm for two cases. The

first case, when allocating 1024 bits to the first, 2048 bits to the second, and 3072 bits to the

least priority class. The second case, when all classes are allocated equally with 2048 bits. In

our simulation, we assume the number of subcarriers to be 2048 and bj
max of each modulation

layer to be 6 bits. First of all, it is clear from Fig. 4.4 that the 3 dB spacing is better preserved
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Figure 4.4: SER in Rayleigh fading for the Hughes-Hartogs-like algorithm with adaptive hierarchical

QAM assuming 3 different classes with ∆γ 3 dB. In total, this figure has 6144 bits on 2048

subcarriers with two scenarios: T0=1024, T1=2048, T2=3072, and Tj=2048, j = 0..2

in the case of the Rayleigh channel using adaptive modulation than the non-adaptive case. We

also observe the same performance degradation as in the modified Chow algorithm using non-

hierarchical UEP bit-loading (Chapter 3, Section 3.2.2), when adding more bits to the first class.

4.3 Campello-like Multilevel Adaptive Modulation

We also modify Campello’s bit-loading algorithm following the same footprints of Algorithm 5

to realize UEP with adaptive hierarchical modulation. This algorithm allocates T0 bits (of the

first class) to the entire number of subcarriers using the channel CGNR Gk and the constant

ij
Bopt

using (6.21) in Chapter 3, Section 3.2.6. Hence, the resulting bit-loading of this priority

level is computed and saved in the bit-loading matrix Bk,0. The power is computed accordingly

using (3.7), i.e., ∆γ0 = 1. The priority class j = 1 is also allowed to consume the total number

of subcarriers, however, to allocate a target sum rate T0 + T1 this time. Similarly, the bit loads

for j = 1 are computed and saved in the bit-loading matrix at the next position, i.e., Bk,1.

Thereafter, the computed bit loads of the first class, which is stored in Bk,0, is subtracted from

the bit load values of the second class, i.e., Bk,1 = Bk,1 −Bk,0
3. Now, the power allocation of the

second class is ready to be computed as in (3.53) using the current bit load values in Bk,1, P0,

and ∆γ1. The other classes are allocated similarly, where each priority class allocates its target

rate in addition to the target rate of all the previous higher classes. Later, the accumulated bit

3This only true assuming γ0 > γ1 > ... > γNg
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loads of the higher j − 1 classes,
∑j−1

l=0 Tl, are subtracted from the computed bit-loading and

power is calculated accordingly. Finally, the bit loads in each column of B is related to a specific

modulation layer forming a multilevel hierarchical modulation. Algorithm 4.2 shows the details

of this approach.

Algorithm 4.2 Campello-like UEP multilevel adaptive modulation:

Input: CGNR Gk, Ng classes, target sum rate BT , individual rates for each class Tj , the

maximum allowed SER P0, and target power PT . The maximum allowed number of bits on

each class bj
max, and the maximum number of bits per carrier bmax.

Output: pk,j and the exact discrete bit-loading values b̂k,j

Initialize: set j = 0, the accumulated rate to T temp
j =

∑j
l=0 Tl, allocate N × Ng zeros to the

bit-loading matrix B and to the power loading matrix P, and N zeros to the vector ∆P.

1: repeat

2: compute Ĝj
k ∀ j = 0..R − 1, where R is the number of groups with similar bit-loading

(as in Algorithm. 3.9), compute iBopt using (3.63). Thereafter, compute the accumulated

number of bits (of the j classes) B(k, j) using (3.56) and the incremental power ∆P(k),

using (4.3), for a single bit addition

B(k, j) =
[
⌊log2 gj

k⌋ + iBopt

]bmax

0
and ∆P(k) =

2
3

[
erfc−1

(
P0
2

)]2

Gk

(
2B(k,j)

∆γj

)
(4.4)

3: repeat

4: if (B(k, j) − B(k, j) + 1) ≤ bj
max and (B(k, j) + 1) ≤ bmax then

5: increment B(k, j) corresponds to the subcarrier with the smallest ∆P(k)

6: end if

7: until T temp
j ≤ ∑

k B(k, j),

8: if j ≥ 1 then

9: subtract the bit-loading of the j − 1 class(es) from the current accumulated bk, thereby,

the bit-loading for each class is bk,j = bk,j −∑
j bk,j−1

10: end if

11: the energy is recalculated similar to Eqn. (3.65) and following the same assumption in

(4.3), i.e., compute the power only for the bits in the jth class, as follows

P(k, j) =

2
3

[
erfc−1

(
P0
2

)]2

Gk∆γj

(
2B(j,k) − 2B(j−1,k)

)

12: j ⇐ j + 1

13: until j = Ng

14: the energy is accumulated such that the resultant energy is given by Pk =
∑Ng−1

j=0 P(k, j)

15: rescale the allocated power such that pk = pk
PT∑N−1

k=0

∑Ng−1

j=0
P(k)

= pkγmax .
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In Fig. 4.5, we plot the SER curves of the proposed Campello-like hierarchical adaptive mod-

ulation versus the Campello-like adaptive UEP bit-loading with non-hierarchical modulation,

proposed in Chapter 3. In both cases, we assume a Rayleigh fading wireless channel using OFDM

transmission with 2048 subcarriers. The total number of bits required to be allocated in each of

these cases is 2048 subcarrier for each class; assuming 3 classes with 3 dB margin separations.

Hence, we find that the performance of the non-hierarchical Chow-like algorithm outperforms the

hierarchical Campello-like bit loading. This is mainly due to the power-inefficiency of hierarchical

constellations.
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Figure 4.5: AWGN 2/4/8-QAM vs Chow-like vs Campello-like (hierarchical modulation) with Tj=2048,

j = 0..2

For comparison, in Fig. 4.5, we also plot the SER curves of the non-adaptive hierarchical

modulation with AWGN (the thin dashed lines) using the same number of bits/subcarrier as

in the adaptive case, i.e., 3 bits/subcarrier or 1-bit for each class which results in 2/4/8-QAM

(similar to Fig. 4.3). We see that the adaptive modulation outperforms the non-adaptive AWGN

reference curves at low SNR. This is very clear since the adaptive modulation allocates bits only

to the good-SNR subcarriers and also switches to non-hierarchical modulation at very weak

subcarriers.

Finally, in Fig. 4.6, we show the comparison between Campello-like and Hughes-Hartogs-like

adaptive hierarchical modulation using the same target rates and the same channel conditions.

From this comparison, we see that the Campello-like algorithm outperforms the Hughes-Hartogs-

like one only at the high priority classes. Strictly speaking, the first priority class is even

better than the second class compared to the Hughes-Hartogs-like performances. However, the

Hughes-Hartogs-like third class performs better than the Campello-like algorithm with steeper
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performance at high SNR. This is due to the fact that the Hughes-Hartogs-like algorithm tends to

spread more over the given subcarriers in order to consume all the minimum incremental power

positions. In contrast, the Campello-like algorithm congests more bits to the good subcarrier at

low-SNR conditions. This is also a convenient clarification to the decrease of this performance

gap at high SNRs.
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Chapter 5

Multiple-Input, Multiple-Output

Channel with Prioritized

Transmission

As discussed in Chapter 2, the MIMO channels can easily be decomposed into different

eigenchannels1 with different gains. These distinct eigenchannels can be used as the

underlying structure for transmitting adaptive modulation with different priorities. Therefore, it

is necessary to design techniques that allocate these spatial resources and adapt the modulation

scheme such that the overall performance satisfies the required QoS. In frequency-selective

channels, the MIMO performance deteriorates, seriously. This could effectively be resolved

by cutting down the whole bandwidth into smaller subcarriers, such that the channel appears to

be flat within these narrow subcarriers. Thus, multicarrier techniques, e.g., OFDM, are used in

conjunction with the existing MIMO systems to transfer such frequency selective channels into

N narrower flat sub-bands. Additionally, the MIMO-OFDM combination takes advantages of

simple frequency domain equalization and channel adaptation capabilities along the spectral

domain. Generally, this is achievable using closed-loop transmission (with feedback to the

transmitter) and utilizing the individual subcarriers and the individual eigenchannels.

Accordingly, the transmission can be adapted to the channel variations. However, to achieve

the optimum performance, the complete channel state information (CSI) would need to be

known accurately at the transmitter. However, a perfect CSI knowledge is indeed a rather

impractical assumption due to estimation errors, limited feedback conditions, channel feedback

delays, and/or quantization errors. Hence, a partial CSI at the transmitter is a more realistic

assumption between the two extremes, perfect CSI [102] and no-CSI [44]. There are two main

partial feedback schemes: the channel quantized/delayed (or channel mean) feedback Ĥ [7, 11]

and the channel covariance feedback RH = E{H∗H} [12].

Since the decomposition of the instantaneous channel (using SVD) varies from that of the delayed

or the inaccurate CSI, the transmission orthogonalization cannot be guaranteed any more.

1also known in literature, for every subchannel, as eigenbeams [44]
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Thus, CSI inaccuracy induces an inter-eigen interference (IEI), which results in performance

deterioration. Hence, to compensate for the orthogonality distortion, we consider implementing

different pre- and post-processing units at the transmitter and the receiver, respectively [102]2.

We refer to the pre-processing at the transmitter as eigen-beamforming or shortly beamforming,

which is a steering unitary matrix that rotates the transmission beam to the direction of the

eigenvectors of the MIMO channel. The post-processing at the receiver can be considered

as a linear spatial equalizer using the zero-forcing (ZF) or the minimum-mean square error

(MMSE); see Chapter 2, Section 2.2, for more details about eigen-beamforming and linear spatial

equalizers. However, the limitations of linear equalizers to combat severe interference and noise

enhancements (due to some weak channels) necessitate the need for non-linear equalization [15].

Thus, we propose to use a successive interference cancellation technique based on the well-known

V-BLAST non-linear spatial equalizer.

Based on the algorithms proposed in Chapter 3 and 4, we also extended the UEP adaptation

to the MIMO-OFDM case. Thus, bits and power are allocated along the different subcarriers

and their eigenchannels. This changes the bit and power loading process into a two-dimensional

(space and frequency) problem. We also realize UEP by fulfilling arbitrary performance margins

between the given protection classes. Additionally, the adaptive UEP multilevel hierarchical

modulation, proposed in Chapter 4, is extended to the multiple antenna case.

Finally, we investigate the impact of a more practical limited CSI, which is the channel cor-

relation (or channel covariance) feedback, i.e., RH = E{H∗H}. This kind of CSI is more

suitable in the case of rapid channel variations, where the transmitter cannot keep track on the

instantaneous channel values [72]. As in [12], we compare this technique to the quantized/delayed

feedback with the UEP bit-loading proposed in [7, 11]. The only limitation of this feedback

model is that it requires channels with a limited number of scatterers, i.e., where the antennas

are considered to be correlated following the separable Kronecker antenna correlation model.

See Chapter 2 for more details about the MIMO channel correlation models .

In our simulation model, we consider both the perfect and the imperfect CSI as in [7, 8, 11,

12]. Furthermore, different spatial correlation scenarios are considered in order to examine the

performance of the robust and the intuitive sorting proposed in Chapter 3.

5.1 MIMO Channel Model

In our simulation model, we consider a MIMO-OFDM system deploying NT transmit antennas

(with NT IFFTs), NR receiver antennas (with NR FFTs), and N subcarriers as in Fig. 5.1. In

order to model the two dimensions of the MIMO-OFDM (space and frequency) which are used

in our UEP bit-loading, we consider a MIMO channel matrix H̃k ∈ CNR×NT for each subcarrier

k. For rich-scattering environments, the elements of H̃k can be considered as i.i.d. with a

zero mean circularly symmetric complex Gaussian (ZMCSCG) distribution (as in Chapter 2

– Section 2.2.1). Thus, the normalized channel (scaled to the number of transmit antennas

2assuming NT antennas at the transmitter and NR antennas at the receiver
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Figure 5.1: MIMO-OFDM bit and power allocation

NT ) is given by H̃k ∈ CN (0, σ2
H̃

I), where the rich-scattering assumption guarantees to have a

diagonal covariance matrix σ2
HI. However, if the channel is assumed to be a non-zero mean,

e.g., Rician fading channel with a direct LoS, Hk ∼ CN (Hk, σ2
HI), where Hk is related to the

Rician fading factor K (see Chapter 2 – Section 2.2.1). In limited-scattering environments, the

resultant covariance matrix is not diagonal any more. Thus, Hk ∼ CN (0k, RH), where the

channel covariance matrix is given by

RH = E{H∗
kHk} . (5.1)

Therefore, in OFDM transmission, the covariance matrix RH can easily be estimated at the

receiver by performing an ensemble average over a sufficient number of subcarriers, i.e., assuming

no correlation between the neighboring subcarriers.

In order to simplify the channel correlation parameters, we follow the separable Kronecker

correlation model discussed in Chapter 2, which can easily separate between the correlation

presents near the transmitter and the correlation at the receiver side. Accordingly, one can

write the equivalent correlated channel matrix Hk as

Hk ≡ R
1/2
R H̃kR

1/2
T , (5.2)

where the elements of H̃k are assumed to be i.i.d. with ZMCSGC distribution, RT ∈ CNT ×NT

is the transmit correlation matrix, and RR ∈ CNR×NR is the receive correlation matrix [64]. For

mathematical convenience, we assume no correlation at the receiver side, i.e., RR ≈ I. This is

a reasonable assumption when the receiver is located in a rich-scattering environment (indoor),

while the transmitter is in a limited-scattering environment (outdoor) [71]. Consequently, the

MIMO channel matrix in (5.2) is reduced to

Hk = H̃kR
1/2
T . (5.3)

Hence, the correlation matrix RH in (5.1) is further simplified according to (5.3) to be

RH = E{H∗
kHk} = R

∗,1/2
T E{H̃∗

kH̃k}R
1/2
T ≡ RT , (5.4)

where E{H̃∗
kH̃k} = I. Therefore, estimating the transmit antenna correlation RT is sufficient

to envisage link adaptation based on spatial correlation.
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5.2 Limited Feedback Regimes

Throughout this thesis, we consider a perfect CSI together with limited (or partial) feedback

regimes that only allow for feeding the transmitter with subsets of the estimated channel at the

receiver, i.e., quantized or delayed feedback [11, 8]. We also consider the channel covariance

feedback, which varies much slower than either the instantaneous channel or the limited one.

Accordingly, the partial CSI is achieved by feeding back either A or B:

A - a deficient channel version Ĥk, which could either be the channel statistical mean in

case of Rician fading channels or the outdated/delayed/quantized channel estimate. To

minimize the complexity of the feedback channel, one can consider Ĥ as the actual channel

matrix, however, deviating from the instantaneous H by the error matrix Ξk, which define

as

Ξk = Hk − Ĥk, k = 0..N − 1 , (5.5)

where Ξ ∈ CN (0, σ2
ΞI). Thus, the variance of the outdated channel is given by

σ2
Ĥ

I =
(
σ2

H − σ2
Ξ

)
I . (5.6)

B - the channel correlation RH = E{H∗H}, for the case where the channel variations are

much faster than the quantized feedback rate. In such feedback schemes, the bit-rate and

the power values are only allocated to the directions of the maximum eigenvalues without

any further spectral dependency, i.e., using the transmitter correlation matrix RT .

5.2.1 Quantized or Delayed Channel Feedback

In this thesis, we only consider the limited feedback scheme given by either the quantized or the

outdated (delayed) Ĥk (as in scheme A). The SVD of Ĥk and the EVD of the Hermitian matrix

Ĥ∗
kĤk are given by

ÛkD̂
1/2
k V̂∗

k and V̂kD̂kV̂∗
k , (5.7)

respectively, where V̂k and Ûk are unitary matrices and D̂k is a diagonal matrix with the

eigenvalues of Ĥ∗
kĤk. As discussed in Chapter 2, the optimum beamforming can be preserved

at the transmitter by knowing V̂k or only R of its columns that corresponds to the R highest

eigenbeams. Thus, our CSI error model, adopted from [44], is stated as Hk = Ĥk +Ξk, where Hk

is the instantaneous channel model and the estimated CSI at the receiver (assuming a perfect

CSI at the receiver side). Ξk ∼ CN (0, σ2
Ξ) represents the CSI error. Hence, the received vector

Yk of the kth subcarrier, after applying the precoding matrix V̂k and the power loading matrix

P
1/2
k similar to Chapter 2, Section 2.2.2, can be written as

Yk = HkV̂kP
1/2
k Xk + nk

= UkD
1/2
k

Ṽk︷    ︸︸    ︷
V∗

kV̂k P
1/2
k Xk + nk

=

Ψk︷                  ︸︸                  ︷
UkD

1/2
k ṼkP

1/2
k Xk + nk , (5.8)
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where Xk is the transmitted vector and nk ∼ CNR×1N (0, σ2
n) is an additive white Gaussian noise

vector and Ṽk is simply a new unitary matrix results from multiplying two unitary matrices,

i.e., V∗
k and V̂k. Ψk represents the aggregated channel matrix and P

1/2
k is a diagonal matrix

containing the allocated power values, which is also a part of Ψk. An estimate of Ψk is sufficient

for knowing the power allocation at the receiver [103]. In perfect CSI, i.e., σ2
Ξ = 0 and Ṽk = INT

,

we obtain

Ψk = UkΛk , (5.9)

where Uk is a unitary matrix and Λk is the diagonal matrix D
1/2
k P

1/2
k . However, in the imperfect

CSI case, Ṽk is a general (non-diagonal) matrix and thus

Ψk = UkD
1/2
k ṼkP

1/2
k . (5.10)

Eigen-beamforming based on quantized/delayed CSI

In this case, the eigen-beamforming is implemented at the transmitter by multiplying the

antenna array by a pre-coding matrix. This matrix maximizes the received power by directing

the transmitted power to the directions of the eigenbeams. As mentioned in the previous

section, the optimum pre-coding matrix is the unitary matrix V̂k, i.e., the rightmost unitary

matrix in (5.7) [44]. Moreover, weaker eigenbeams can still be suppressed to avoid performance

deterioration, e.g., noise enhancement and inter-eigen interference (IEI) [103]. This is achieved

by switching off the columns of V̂ corresponding to weaker eigenbeams. Thus, if the rank of Ĥk

is n and the maximum allowed beamforming is R, where 0 < R < n, we achieve a reduced-order

beamforming. This we denote as R-dimension or R-D beamforming. For instance, we split the

beamforming matrix V̂k into two parts, such that

V̂k = [v̂
(1)
k v̂

(2)
k ] ,

where v̂
(1)
k = [v

(1)
k , ..., v

(R)
k ] and v̂

(2)
k = [0, .., 0]. As soon as n = R, the system realizes a full

eigen-beamforming. This is not necessarily the best case when the channel is highly correlated,

i.e., has some weak eigenchannels.

5.2.2 Channel Covariance Feedback

In contrast to the delayed/quantized channel feedback, we assume here that the eigenvalues and

the eigenvectors of RH are the only available information at the transmitter. However, a perfect

CSI is assumed to be readily at the receiver where it is used to deploy a linear equalizer, e.g., ZF

or MMSE equalizer. Moreover, perfectly uncorrelated receive antennas are assumed. Thence,

the optimal beamforming and bit-loading can be obtained using the eigen-decomposition of RT

[72]. This is a positive definite Hermitian matrix, where one can directly decompose it using

EVD as in (5.7) to be

RT = UT DT U∗
T or

R
1/2
T = UT D

1/2
T U∗

T , (5.11)
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where UT is a unitary matrix containing NT eigenvectors which can be used for realizing the

optimum beamforming at the transmitter. DT is a diagonal matrix of the eigenvalues of RT

that determine the bit and the power allocation3.

Since the decomposition of RT does not vary with frequency, all subcarriers that belong to the

same eigenchannel are allocated identically, i.e., using their unique spatial gains. However, the

UEP bit-loading algorithms proposed in Chapter 3 can still vary the bit-loading, across the

spectral domain, according to the different noise margins γj for each class j, i.e., if we have

different classes allocating the same eigenchannel. The received vector Yk of the kth subcarrier

can be written as

Yk = HkR
1/2
T UT P1/2Xk + nk , (5.12)

where Hk ∼ CNR×NT N (0, σ
Ĥ

I), P1/2 is independent of the number of subcarriers, i.e., fixed for

all subcarriers, Xk is the transmitted vector, and nk ∼ CN (0, σ2
n) is the additive white Gaussian

noise vector. Using the EVD in (5.11), one can rephrase (5.12) to be

Yk =

Ψk︷                               ︸︸                               ︷
HkUT︸    ︷︷    ︸

H̃k

D
1/2
T U∗

T UT︸     ︷︷     ︸
I

P1/2 Xk + nk , (5.13)

where Ψk represents the aggregated channel matrix that could be estimated at the receiver and

H̃k has the same distribution as Hk. Similar to the quantized/delayed feedback, the power

loading matrix P is implicitly estimated during the estimation of the aggregated channel Ψk. If

RT is perfectly estimated4, then (5.13) reduces to

Yk =

Ψk︷     ︸︸     ︷
H̃k∆T Xk + nk , (5.14)

where the diagonal matrix ∆T = D
1/2
T P1/2. If the estimation of RT is not performed perfectly,

we will get an erroneous correlation matrix R̂T = ÛT D̂T Û∗
T . Thus, U∗

T ÛT = Ũ∗
k is not an

identity matrix; rather a unitary one. Nevertheless, the distribution of Ψk will not be changed.

Channel Covariance Eigen-beamforming

The eigen-beamforming based on the channel covariance feedback is used to maximize the

received power along the eigenvectors of the transmit correlation matrix. Hereto, the optimum

beamforming is realized by multiplying the transmit antennas by the unitary pre-processing

matrix UT , which results from decomposing RT as in (5.11).

For spatially correlated channels, we propose using a reduced eigen-beamforming to enhance

the performance [12]. As with the previous partial CSI technique, we realize the reduced eigen-

beamforming by allocating zeros to the columns of UR corresponding to the weak eigenbeams.

3The matrix square-root has no effect on the left and the right unitary matrices [104].
4
RT is estimated by averaging out H

∗
kHk using insufficient number of subcarriers.
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5.3 Equalization for Diagonalized MIMO

The post-combiner at the receiver is designed to be a spatial equalizer in order to mitigate the

IEI caused by the MIMO channels. For perfect CSI, one can still prove that the linear ZF spatial

equalizer is the optimum solution (as proposed in Chapter 2, Section 2.2), as it diagonalize the

resultant channel matrix at the equalizer output5. This completely mitigates the IEI. For more

details about channel diagonalization in MIMO case, the reader is referred to Chapter 2.

If we are dealing with imperfect CSI, the diagonalization cannot be guaranteed any more. In

this case, ZF equalization introduces its well-known drawback, noise enhancement, besides a

residual amount of noise superposition or, namely, IEI6. In this case, we consider a linear MMSE

to combat the noise enhancement, however, without further reduction of the noise superposition

that results in IEI. In order to reduce the remaining IEI in the resulting channel Ψ, we propose

to use a non-linear successive interference cancellation, e.g., the V-BLAST technique introduced

in Chapter 2.

5.3.1 Zero-forcing Linear Spatial Equalizer

The ZF equalizer is a linear equalizer that uses the inverse of the overall MIMO channel response

matrix Ψk without considering the noise effect. Thus, in case of rank-deficient channel matrices,

the Moore-Penrose generalized inverse (pseudo-inverse) of the channel matrix Ψk is used, which

uses SVD such that

Ψ†
k = UΨ,kD

†/2
Ψ,kV∗

Ψ,k , (5.15)

where D
†/2
Ψ = diag{1/

√
λ0, 1/

√
λ1, ..., 1/

√
λs, ..., 1/

√
λn}, λs are the eigenvalues of Ψ∗

kΨk, and

n is its rank. Thus, if n < min{Nr, Nt}, the remaining diagonal elements are replaced with zeros

to suppress any noise enhancement due to weak eigenchannels. As in Fig. 5.1, the equalizer

output is given by

Zk = WkYk , (5.16)

where the equalizing matrix Wk ∈ CNT ×NR for the ZF equalizer is given by

W = Ψ†
k = {Ψ∗

kΨk}†Ψ∗
k . (5.17)

Therefore, Zk in (5.16) after substituting with (5.8) is given by

Zk = Wk (ΨkXk + nk)

=

Φk︷                  ︸︸                  ︷
{Ψ∗

kΨk}†Ψ∗
kΨk Xk +

Wk︷              ︸︸              ︷
{Ψ∗

kΨk}†Ψ∗
k nk , (5.18)

where {Ψ∗
kΨk} is a square (non-diagonal) matrix, Ψk ∈ CNR×NT , and Φk = INT

. However, if

{Ψ∗
kΨk} is a full-rank matrix and its inverse exist7, the pseudo-inverse in (5.17) can be safely

5similar to multicarrier modulation, where the optimum equalization is also ZF when ICI is avoided
6In ZF equalization, the interference is completely forced to be zero. However, the noise values at different

positions are superimposed on the desired symbol. This we also refer as IEI in this chapter.
7mostly the case when NR > NT
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replaced by a normal matrix inverse, such that

Wk = Ψ†
k = {Ψ∗

kΨk}−1Ψ∗
k . (5.19)

In perfect CSI similar to (5.9), the equalizing matrix in (5.19) is reduced to be Wk = Λ
†/2
k U∗

k.

Hence, one can rewrite (5.18) as

Zk = Xk + Λ
†/2
k ñk , (5.20)

where ñk = U∗
knk is also white Gaussian noise8 and multiplied by a diagonal matrix Λk.

However, for imperfect CSI, Ψk is given as (5.10), which means that Wk is a full matrix leading

to noise enhancement due to the weak eigenbeams of Ψ∗
kΨk. Furthermore, for rank-deficient

channel matrices or with reduced eigen-beamforming, the pseudo-inverse automatically allocates

zeros to these locations. This automatically reduces the noise enhancement.

5.3.2 Minimum-mean Square Error Linear Equalizer

The linear minimum-mean square error (MMSE) equalizer succeeds in mitigating the noise

enhancement by considering the noise value during the inversion of {Ψ∗
kΨk}. Hence, the MMSE

linear equalizer matrix is given by

W = {Ψ∗Ψ + σ2
nI}−1Ψ∗ . (5.21)

However, at low σ2
n (high SNR) the equalizing matrix in (5.21) becomes similar to (5.17), which

makes their performances very close to each other. Therefore, the linear MMSE also suffers from

the same non-avoidable IEI as in the case of ZF. It is, hence, necessary to eliminate the remaining

interference using successive interference reduction methods, i.e., non-linear equalization.

5.3.3 Successive Interference Cancellation using V-BLAST

Linear MMSE

receiver

Cancel the 

reproduced signal

2

3

Precoded overall 

channel matrix

Strongest symbol Purified symbols
                             columns          

Received ordered 

signals (high to low)

 

Figure 5.2: MIMO UEP bit-loading

8since the unitary matrix does not change the noise power
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The well-known V-BLAST, also known as vertical Bell Laboratories Layered Space-Time method,

is a successive interference cancellation (SIC) receiver. This technique consists of data being

transmitted from different transmit antennas onto the space forming different layers [61]. These

layers are successively decoded at the receiver, where the interference is successively canceled.

Certainly, the order of detecting the symbols affects the overall performance. Thus, our modified

V-BLAST utilizes the precoded (preordered) overall channel Ψ to avoid the iterative search-and-

sort process used in the original algorithm in [61]. In this case, the first column of Ψ represents

the strongest received signal while its last column is the weakest one9. Hence, the 3 main steps

(marked with circles in Fig. 5.2) to perform a SIC are given as:

1. Detect the strongest symbol sorted symbols y(ki), k = 1..R, using the appropriate MMSE.

2. Interference is canceled using the previously regenerated symbol (after hard-detection).

3. The remaining interference is nulled from each symbol using ZF or MMSE.

Here we consider implementing V-BLAST on the resulting channel matrix Ψk after bit-loading,

power allocation, and beamforming for imperfect CSI. Thus, if bits are allocated using one of our

UEP approaches for intuitively sorted subcarriers, we always get the most important data on the

higher eigenchannel, i.e., let us name it index ki. Consequently, the detection of the strongest

symbol is carried out without considering the minor interference of the weaker eigenchannels.

Moreover, the weaker eigenchannels are purified from the stronger eigenchannel using SIC [13].

In the following, we present the modified V-BLAST-MMSE algorithm (also depicted in Fig 5.2):

Algorithm 5.1 V-BLAST for adaptive systems with distorted diagonalization

Initialize: i ⇐ 1, ki ⇐ i (strongest column), W = (Ψ∗
i Ψi + σ2

nI)−1Ψ∗
i , and Ψi = Ψ

1: repeat

2: if the normalized CSI error variance σ2
Ξ ≤ 0.5 then

3: set the equalizer minimum MSE row ki = i, i.e., minimum MSE

4: else

5: find the minimum row ki = arg minm ‖ W(m, :) ‖2 , m = 1..R

6: end if

7: compute the MMSE (nulling) row: wki = W(:, ki)

8: implement the MMSE interference nulling: zki = wkiyi, where yi has less interference

9: detect the symbol: x̂ki = detect(zki)

10: perform the cancellation of the detected component: yi−1 = yi − Ψ(:, ki)x̂ki

11: if the normalized CSI error variance σ2
Ξ > 0.5 then

12: set the columns ki of Ψi to all zeros, i.e., for not selecting it again

13: compute the new equalize matrix for the ith iteration: W = (Ψ∗
i Ψi + σ2

nI)−1Ψ∗
i

14: end if

15: go to the next column: i ⇐ i + 1

16: until i = 0

9However, for very high CSI errors, one has to do search-and-sort technique, iteratively, as in [61].
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i In Line 10, the original overall matrix Ψ is used to regenerate the detected symbols.

From the previous steps, one can deduce the similarities between the V-BLAST and the decision

feedback equalizer (DFE), albeit with ordered symbols. The importance of ordering is that it

permits detecting and nulling the interference of the strongest signal first, i.e., the symbol with

least susceptibility to interference. This limits the error propagation to the weaker symbols.

5.4 UEP Bit-loading for MIMO-OFDM

As mentioned in the previous section, in order to adapt the MIMO-OFDM transmission, we

require at the transmitter either the instantaneous channel matrix Hk or the partial channel

matrix Ĥk or, at least, the transmit covariance matrix RT . Herewith, the eigenbeams for all

subcarriers, i.e., eigenchannels, are used to allocate bits and powers. The eigenchannels on every

subcarrier are sorted according to their eigenbeam values realized by SVD or EVD. Thus, to

realize different UEP classes, the hypothetical thresholds proposed in Chapter 3 divides the

sorted eigenchannels in both dimensions, space and frequency, in order to allocate Ng classes

with different margin separation ∆γj . We are also using the same sorting mechanisms proposed

in Chapter 3, which are:

I- the intuitive sorting: where the subcarriers with the highest eigenbeams are allocated to

the important data and

II- the robust sorting: which uses the lowest eigenchannels for allocating the most important

data and the highest eigenchannels for the less important data.
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Figure 5.3: Hypothetical thresholds separating eigenchannels for three protection classes assuming the

index 0 stands for the highest protected one
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In order to proceed with either method I or II, all subcarriers of all eigenbeams have to be

combined in a long buffer, i.e., assuming an equivalent SISO case with a buffer M ∈ Z1×NR.

The sorting algorithms have to go sequentially through this buffer in order to satisfy the two-

dimensional sorting (see Figure 5.3). Furthermore, τj are set within this buffer such that the

UEP requirements are fulfilled by modifying these thresholds, thereby changing the number

of subcarriers of each class. However, the limited/partial channel feedbacks are expected to

result in performance degradations. These limitations are described extensively using the SER

performance in our results and analysis section assuming different scenarios. Now, we proceed

with the bit-loading schemes for MIMO-OFDM transmission.

Figure 5.4 depicts the spatial-spectral channel gains (Fig 5.4.a) together with the bit-loading

(Fig 5.4.b) using the robust sorting scheme. It is clear from this figure that the robust sorting

already spans a huge number of subcarriers for the first class leaving only a few eigenchannels

where the other classes can be allocated.
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Figure 5.4: MIMO adaptive modulation using robust sorting

5.4.1 UEP using Adaptive Non-hierarchical Modulation

In this section, we briefly discuss the realization of UEP by modifying the bit and power

allocation algorithm (Algorithm 3.5), proposed in Chapter 3for a MIMO-OFDM system with

either perfect or partial channel feedback. In this case, we assume the number of eigenchannels R

to be less than or, at most, equals to the channel matrix rank n. This means that a 4×4 MIMO

channel matrix, has a maximum allowed spatial size of 4-D. However, we can still consider a

reduced number of eigenchannels to reduce the IEI, e.g., 2-D, which means to consider only

the highest 2 eigenchannels. In the following, we summarize the required steps to realize UEP

bit-loading for perfect CSI, H, or partial (quantized/delayed) CSI, Ĥ, in Algorithm 5.2 based

on Algorithm 3.5. Thereafter, in Algorithm 5.3, we show the modifications needed for changing

Algorithm 5.2 in order to realize UEP using the given channel covariances feedback without any

spectral dependencies.



100 5.4. UEP BIT-LOADING FOR MIMO-OFDM

5.4.1.1 Using perfect/delayed/quantized feedback

Algorithm 5.2 UEP adaptive MIMO using the Chow-like bit-loading – second approach

Input: perfect channel matrix Hk or quantized channel matrix Ĥk, k = 0..N − 1, the channel

rank or the maximum eigenbeams R, the total eigenchannels NR, the maximum number of

iterations “MaxCnt”, target power PT , target sum rate BT , and ∆γ = 3 dB

Output: γj , the SER Pj , the power pj
s,k, and bit allocation b̂j

s, where s is the spatial index.

Initialize: the subcarriers indices M ∈ Z1×NR, the equivalent subcarrier indices v, and the

start index I with all zeros. τj = N , j = 0..Ng − 1, and the counter Cnt = 0

1: decompose the Hermitian channel H∗
kHk for every subcarrier k using EVD, such that

H∗
kHk = VkDkV∗

k , (5.22)

where Dk = diag{λ1,k, λ2,k, ..., λs,k, ..., λR,k} , k = 0..N − 1; compute Gs,k = λs,k/σ2
n.

2: sort the NR eigenchannels in a descending order according to Gs,k; map {s, k}�M
3: find the mean CGNR G =

∑N−1

k=0

∑R−1

s=0
λs,k

NRσ2
n

, then γminit = G
2BT /N

4: repeat

5: find γm of the middle class m using (3.36) and (3.37) (Chapter 3) together with γminit

6: repeat

7: compute the individual γj using the relation (3.38) and ∆γ

8: calculate b̂j
v as in (3.33) using γj starting from I, where v is the running index of M

9: use the cumsum to accumulate b̂j
v , v = 0..N −1; stop accumulating when Tj is fulfilled.

10: set τj to the location where the cumsum stops, i.e.,
∑τj

v=I b̂j
v = Tj

11: update I ⇐ τj + 1 and j ⇐ j + 1.

12: until j = Ng

13: γm is recalculated using the same adjustment as in Chapter 3 – Algorithm 3.4, such that

γm,new = γm,old · 2
Btot−BT

N

14: update γj = γm + (m − j) · ∆γ [dB]; where m is the middle class.

15: Cnt ⇐ Cnt + 1

16: until
∑

v∈M bj
v ≈ BT or Cnt = MaxCnt

17: if
∑

v∈M bj
v , BT then

18: brute-force based on the quantization error (3.34) as in Chapter 4 – Algorithm 3.4

19: end if

20: invert the mapping in Line 2, i.e., {s, k}⊸M
21: power is allocated using pj

s,k =

(
2bj

s,k − 1

)
γj

Gj
s,k

.

22: power is rescaled such that pj
s,k = pj

s,k/PT ·
(∑R−1

s=0

∑N−1
k=0 Ps,k

)
.

i Note: � is a multi-mapping that maps a vector or a matrix into another vectorized form;

⊸ is the opposite
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5.4.1.2 Using channel covariance feedback

In this algorithm, the number of bits on all subcarriers (belongs to the same eigenbeam s) is the

same, i.e., bit-loading only varies between classes and spatial layers. Hence, we need to compute

the exact number of subcarrier (and on which layer s) that should be allocated to class j, i.e.,

without any spectral dependency. The following algorithm states this idea.

Algorithm 5.3 UEP adaptive MIMO using channel covariance feedback

Input: RT , eigenchannels R, maximum iterations “MaxCnt”, and ∆γ = 3 dB.

Output: γj , Pj , pj
s and bit allocation b̂j

s, where s is the spatial index ∼ {1..R}.

Initialize: the number of subcarriers matrix Υ ∈ ZR×Ng with zeros, d ∈ ZR×1 with all N , an

auxiliary bit counter Bc = 0, spatial counter s = 0, j = 0, and iteration counter Cnt = 0.

1: decompose RT using (5.11), to have the sorted eigenvalues DT = diag{λ1, λ2, ..., λs, ..., λR}
2: Gs = λs/σ2

n (similar ∀ k), Gs =
(∑R−1

s=0 λs/σ2
n

)
/R, and γminit = Gs

2BT /N ; find γm

3: repeat

4: set the starting spatial index s to “0”

5: repeat

6: re-enhance γj , as with Algorithm 5.2, then compute b̂j
s , ∀ s using (3.33) (same ∀ k)

7: repeat

8: if Tj is not fulfilled after considering allocating b̂j
s to all subcarriers of the eigenbeam

s, i.e.,
(
d(s) · b̂j

s ≤ Tj − Bc

)
then

9: class j consumes all subcarriers of s: Υ(s, j) = d(s)

10: save the current sum rate Bc = d(s) · b̂j
s

11: s ⇐ s + 1

12: else if
(
N · b̂j

s + Bc > Tj

)
then

13: compute the exact number of subcarries needed as Υ(s, j) =
⌈

Tj−Bc

b̂j
s

⌉

14: update the remaining subcarriers for the next class d(s) = N − Υ(s, j)

15: reset Bc = 0; increment j ⇐ j + 1; break this loop

16: end if

17: until s ≥ R or
∑R−1

s=0 Υ(s, j)b̂j
s ≈ Tj (which can not be guaranteed to be equal)

18: until j ≥ Ng

19: until
∑N−g−1

j=0

∑R−1
s=0 Υ(s, j)b̂j

s ≈ BT or Cnt++ = MaxCnt

20: if
∑R−1

s=0 Υ(s, j)b̂j
s , BT then

21: increment/decrement random subcarriers of the last priority class, i.e., j = Ng − 1, until

BT is fulfilled.

22: end if

23: power is allocated using the eigenvalues λs and the quantized bit-loading b̂j
s as pj

s =(
2b̂j

s − 1
)

σ2
n

λs
and rescaled such that pj

s = pj
s

PT∑R−1

s=0

∑Ng−0

j=0
Υ(s,j)pj

s

.

To consider the robust sorting scheme in this case, the eigenchannels with the lowest λs, i.e.,

the lower eigenvalues of RT , are selected for the important data. However, the intuitive loading

starts from the highest eigenvalue λ0, assuming sorted eigenvalues.
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5.4.2 UEP using Adaptive Hierarchical and Multilevel Modulation

Similar to Chapter 4, the simple subcarrier partitioning used in Section 5.4.1 has been replaced

by an adaptive multilevel modulation, albeit using MIMO-OFDM. This scheme omits the borders

between eigenchannels by embedding them on each other in a hierarchical fashion. This is an

easier approach if the power-minimization is the target criterion, i.e., searching for subcarriers

with low incremental power (performed by the least priority classes) is not limited between

hypothetical thresholds. Again, only partial CSI is assumed to be available at the transmitter,

e.g., the quantized/outdated Ĥk. Similar to Algorithm 5.2, bits and power values are allocated

according to the eigenvalues of Ĥ∗Ĥ according to (5.7). Furthermore, the total power is steered

in space using the unitary matrix V̂k.

In order to implement UEP bit-loading in this case, the highest priority class first consumes the

eigenchannels with the minimum incremental power, i.e., assuming intuitive sorting. Thereafter,

the next classes are allowed to be superimposed on already used eigenchannels (using hierar-

chical modulation) or the free ones leading to a multilevel (hierarchical and non-hierarchical)

modulation as described in Chapter 4. Similarly, an arbitrary margin separation is kept constant

by using a fixed ratio between the inter-constellation distances dj for each level j, as shown in

Fig. 4.2 (Chapter 4), defined by the margin separations between classes, e.g., ∆γ = 3 dB.

In the following, we present the modifications to the Hughes-Hartogs and the Campello-like

algorithms in order to realize UEP in MIMO-OFDM system using multilevel modulation. In

both algorithms, we assume either perfect or quantized/delayed CSI.

5.4.2.1 UEP using Hughes-Hartogs-like adaptive multilevel modulation

Based on the Hughes-Hartogs-like bit-loading in Algorithm 4.1 (Chapter 4), the incremental

power is calculated based on the maximum allowed SER of the first class P0 and the channel

eigenbeams λs,k k = 0..N − 1 and s = 0..R − 1. Assuming an intuitive sorting, where the

most important data are allowed to consume first the eigenchannels that require the minimum

incremental power (using the given SER Pe0). Accordingly, the next classes are allocated using

hierarchical and non-hierarchical modulation as discussed before.

The SERs Pj of the less important data are calculated using the given margin separations γj and

the given P0. In the following, we modify Algorithm 4.1 to be ready for adapting MIMO-OFDM

systems. In this case, we are allowed only to increment bits according to a preselected vector

Zb ∈ Z. In this vector, we deliberately drop the inefficient constellation sizes, i.e., the BPSK

(1-bit/symbol) and the power inefficient 8-QAM (with 3 bits/symbol).
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Algorithm 5.4 UEP multilevel MIMO bit-loading using the Hughes-Hartogs-like algorithm

Input: channel matrix Hk , k = 0..N − 1, number of subcarriers N , required eigenchannels R,

i.e., total eigenchannels NR, maximum allowed SER of the first class P0, and ∆γ = 3 dB.

Initialize: j = 0, the bit-loading matrix B with NR×Ng zeros, NR zeros to the power loading

vector P and the incremental power vector ∆P, Zb = {0, 2, 4, 5, .., bj
max}, and the bit index

counter cv = 0 , v = 0..NR − 1, i.e., cv is a counter inside Zb, where 0 ≤ cv ≤ length(Zb).

Output: the average Pj , and bit allocation matrix B ∈ ZNR×Ng .

1: decompose H∗
kHk similar to Algorithm 5.2

2: concatenate the NR eigenchannels Gv = λv/σ2
n , v = 0..RN − 1) also as in Algorithm 5.2,

however, without sorting. Thereafter, save the mapping {s, k}� v (unsorted).

3: repeat

4: repeat

5: compute the incremental power steps ∆P(v), for every eigenchannel v, using the

approximate equation (based on (3.53) in Chapter 3 and Appendix C)

∆P(v) =

2
3

[
erfc−1

(
P0

2

)]2

∆γjGv

(
2Zb(cv+1) − 2Zb(cv)

)

6: find v with the smallest incremental power ∆P(v)

7: increment the bit-loading index: cv ⇐ cv + 1

8: update the bit-loading matrix: B(v, j) = Zb(cv + 1)

9: update the power allocation vector: P(v) ⇐ P(v) + ∆P(v)

10: until
∑RN−1

v=0 B(v, j) = Tj

11: j ⇐ j + 1

12: until j = Ng

13: rescale the allocated power such that ps(k) = ps(k) PT∑RN−1

v=0
P(v)

14: invert the mapping in Line 2 such that {s, k}⊸ v.

In the following, we modify the less complex Campello algorithm in order to realize UEP.

5.4.2.2 UEP using the Campello-like adaptive multilevel modulation

Based on the Campello-like UEP bit-loading algorithm proposed in Chapter 4 (Algorithm 4.2),

we propose similar modifications to realize different QoS in MIMO-OFDM using multilevel

modulation. As with Algorithm 5.2, the subcarriers of all eigenbeams are combined and sorted

together in a descending order (based on their eigenvalues) assuming intuitive sorting. However,

we also consider the robust scheme which provides an embedded multiplexing-diversity trade-off,

i.e., by automatically reducing the number of eigenbeams according to the MIMO channel gains,

that enhances the performance in case of non-perfect channel conditions.
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Algorithm 5.5 UEP multilevel MIMO bit-loading using the Campello-like algorithm

Input: similar to Algorithm 5.2

Initialize: set j = 0, the accumulated rate to T temp
j =

∑j
l=0 Tl, allocate NR × Ng zeros to the

bit-loading matrix B(v, j) and to the power loading matrix P(v, j), NR zeros to the vector

∆P(v), Zb = {0, 2, 4, 5, .., bj
max}, and the bit index counter cv = 1 , v = 0..NR − 1.

Output: the average Pj , the bit allocation matrix B, and the power loading matrix P.

1: decompose H∗
kHk similar to Algorithm 5.2; sort the NR eigenchannels in a descending order

according to Gv (store the mapping between {s, k}� v).

2: compute Gµ =
⌊
log2(λv/σ2

n)
⌋

, µ = 0..ρ − 1, where ρ is the number of groups with similar

bit load (as in Algorithm 4.2), i.e., map v � µ.

3: repeat

4: compute ij
Bopt

using (3.63), then compute B(v, j) as in (6.21), where

B(v ⊸ µ, j) =
[
Gµ + ij

Bopt

]bmax

0

5: read the index of Zb equivalent to B(v, j), i.e., cv = index (Zb = B(v, j))

6: compute the increment power vector (as in Algorithm 5.4)

∆P(v) =

2
3

[
erfc−1

(
P0

2

)]2

∆γjGv

(
2Zb(cv+1) − 2Zb(cv)

)

7: while
∑RN−1

v=0 B(k, j) = T temp
j do

8: update B(v, j) = Zb(cv + 1), where v is the index of the smallest incremental power

∆P(v)

9: end while

10: if j ≥ 1 then

11: subtract the bit-loading of the j − 1 class(es) (T temp
j−1 ) from the current bit-loading

B(v, j), thereby, the bit-loading for each class is B(v, j) = B(v, j) −∑j−1
l=0 B(v, l)

12: end if

13: P(v) is calculated similar to (3.65), i.e., P(v) =
2
3

[
erfc−1

(
P0

2

)]2

Gk∆γj

(
2B(v,j) − 1

)

14: j ⇐ j + 1

15: until j = Ng

16: the energy is accumulated such that the resulting energy is given by

Pv =
Ng−1∑

j=0

P(v)

17: rescale the allocated power such that Pv = Pv(
∑NR−1

v=0 Pv)/PT = Pvγmax

18: invert the mapping in Line 1 such that {s, k}⊸ v.
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5.5 UEP MIMO-OFDM –Results and Analysis–

In our simulation, we model a 4×4 MIMO-OFDM transmission system with N = 512 subcarriers

for each eigenbeam. Thus, the total average power for each eigenchannels equals PT /4, where

PT is the maximum permissible power emission from the transmitter. All the MIMO channels

are assumed to undergo a Rayleigh fading channel with 9 equally spaced delayed paths and the

same parameters used in Chapter 2 and 3. Here, we assume a MIMO channel with 3 different

correlation models:

• the perfectly scattered channel where RT = I which means that the channels between the

scatterers around the transmitter and its antennas are perfectly uncorrelated,

• the limited-scattering environment [71] with diag(DT ) = [7.0, 4.3, 2.7, 1.9], and

• the highly correlated (indoor-to-outdoor) with diag (DT ) = diag(15.81, 2.81 × 10−1, 1.7 ×
10−2, 6 × 10−4) as in [64].

Our results are generated assuming an application that requires three different protection classes,

i.e., Ng = 3. Each class requires a different individual sum rate Tj and an arbitrary noise margin

step size ∆γ between these classes. Tj and ∆γ needs to be selected according to application

requirements. Throughout this thesis, ∆γ is assumed to be fixed at 3 dB. Thus, the margin

of the other classes are computed according to γj = γ0 + j∆j , where γ0 stands for the highest

priority class, i.e., j = 0. The maximum allowed number of bits per subcarrier is Bmax = 8 (with

homogeneous modulation). However, the maximum number of bits for hierarchical modulation

is 12 bits, with a maximum of 6 bits for each modulation layer j, i.e., bj
max.

We propose two scenarios with different target rates for each individual class, The first scenario

allocates Tj = 1024 bits/class which means in total 3072 bits for the 3 classes. This is

equivalent to 6 bits/subcarrier in an equivalent SISO case with 512 subcarriers. The second

scenario assumes twice the number of bits/class, i.e., Tj = 2048. This results in an equivalent

SISO channel with 12 bits/subcarrier, which is more than the maximum allowed number of

bits/subcarrier, i.e., bmax. We compare the first scenario with the equivalent SISO case using

Algorithm 3.5. In these two scenarios, we consider both sorting schemes, the intuitive and the

robust.

To verify our simulations, we present the analytical solution for perfect and partial (erroneous)

CSI. In this case, our MIMO-OFDM setup is implemented similar to the simulation model.

However, the SER is computed by substituting the calculated bit loads bj
s,k and the power

values pj
s,k in the exact SER formula derived in Appendix F.

Moreover, we compare the adaptive MIMO-OFDM using quantized/delayed feedback [7, 11]

to the channel covariance feedback results [12] using linear MMSE or linear ZF equalization.

For comparison, we consider the non-linear VBLAST successive interference cancellation for

both quantized and covariance feedback. Finally, we show the results of adaptive hierarchical

modulation using algorithms 5.4 and 5.5.

9The transmitter RT has antenna separations of 10λ, angle of arrival (AoA) 20o, and angular spread of 5o
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5.5.1 Adaptive MIMO-OFDM with Limited CSI – Algorithm 5.2

For generating our results, we assume an instantaneous channel with an error matrix Ξk. The

variance of this error matrix is σ2
ΞI, where σ2

Ξ takes the values {0, 0.1, 0.25}, i.e., σ2
Ξ = 0 indicates

the perfect CSI case. In this case, the erroneous channel matrix Ĥk is deviating from H by the

error matrix Ξk = Hk − Ĥk, where Ξ ∈ CN (0, σ2
ΞI) as defined in Section 5.2, Scheme A.

However, the distinct MIMO eigenvalues of Ĥ can still offer the chance for realizing UEP.
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Figure 5.5: MIMO channel with perfect CSI and 1024 bit/subcarrier versus the equivalent SISO case

Figure 5.5 depicts the SER for a linear ZF MIMO transmission with 1024 bits/class assuming

a perfect CSI (σ2
Ξ = 0). The equivalent SISO case with 512 bits/class and 1024 bits/class are

depicted as well. In the case of MIMO-OFDM, the bits and power values are allocated using

Algorithm 5.2. However, in the case of SISO, we select the equivalent adaptive technique from

Chapter 3, i.e., Algorithm 3.5. Additionally, the non-adaptive homogeneous modulation with 6

bits/symbol (64-QAM), i.e., for the same OFDM parameters, is shown in the same figure.

Figure 5.6 depicts the UEP bit and power loading across the MIMO concatenated eigenchannels

using Algorithm 5.2 and assuming perfect CSI with intuitive sorting. In this figure, λs , s = 1..4

represents the four eigenchannels of this channel. The power is allocated as in Line 21 in

Algorithm 5.2. It is clear from this figure that the first and the second priority classes consume

(almost) the first and the second highest eigenbeams, respectively, using the entire number of

subcarriers, i.e., 512. Notice that the power level varies between subcarriers according to the

number of bits and the eigenchannel gains. This make the saw-tooth shape more visible at the

lower eigenchannels due to the strong bit-loading fluctuations.
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Figure 5.6: UEP bit-loading with intuitive sorting and 512 subcarriers 4 × 4 MIMO-OFDM

5.5.1.1 Analytical SER for UEP adaptive modulation – perfect CSI

Here we present the analytical SER results assuming UEP bit-loading based on Algorithm 5.2

with perfect CSI. It is known from Chapter 3 that the SER formula for the AWGN channel for

M -ary quadrature amplitude modulation (QAM) is given by (as in Appendix F)

PM (b̂k) = 2

(
1 − 1√

2b̂k

)
erfc




√√√√3

2

Es/No(
2b̂k − 1

)


 , (5.23)

where Es/No = 1/σ2
n allocating equal power (unity), i.e., Es = 1. Formula (5.23) is sufficient for

only square and cross constellations with high-modulation order. However, a more exact SER

formula is given in Appendix F.

Assuming perfect CSI, i.e., perfect diagonalization and perfect equalization, for frequency-

nonselective10 situations, the channel gains result in multiplicative distortions to the transmitted

symbols. In case of ZF equalization, the noise is scaled by this multiplicative gain11, which we

denote here as α2
s. Thus, for slowly fading channels, this multiplicative distortion may be

regarded as a constant gain for any symbol k at least for one signaling interval [15]. Hence, the

instantaneous SNR at the ZF equalizer output is given by

ρZF
s = α2

sEs/N0 = α2
kPs/σ2

n ≡ PsGk , (5.24)

where Ps is the power on each eigenchannel s and α2
s is the channel coefficient squared which has

a chi-square distribution with two dimensions of freedom. To obtain the exact SER, we have to

10OFDM always guarantees flat-fading on every subcarrier, see Chapter 2.
11If the channel entries hk are assumed to be ZMCSCG, then α2

s ≡ |hs|2 follow a Chi-square distribution with

two degrees of freedom.
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average PM (b̂k, ρr) for every bit load b̂k by computing the following integration over the exact

SNR ranges of b̂k, e.g., 0 → ρb̂1
, ρb̂1

→ ρb̂1
, ..., ρbmax → ∞, similar to [105]. Accordingly,

PZF
ρr

=
b̂1

b
·
∫ ρb̂1

0
PM (b̂1, ρZF

s )p(ρZF
s )d(ρZF

s ) +
b̂2

b
·
∫ ρb̂2

ρb̂1

PM (b̂2, ρZF
s )p(ρZF

s )d(ρZF
s ) + ...

+
b̂max

b
·
∫ ∞

ρbmax

PM (b̂max, ρZF
s )p(ρZF

s )d(ρZF
s ) , (5.25)

where b is the average number of bits/subcarrier, p(ρZF
s ) is the probability density function

(PDF) of Psα2
k/σ2

n which has also a Chi-square distribution assuming a fixed noise levels. The

authors of [105] also assumed Pk to be constant for different bit values in order to compute

(5.25) similar to [15, Chapter 14]. However, this is not effective in the case of UEP bit-loading

as the power allocation varies significantly between classes and between different subcarriers.

Another complication in (5.25) is that its integral limits have to be created for every number of

bits and for every class j, i.e., results in bmax × Ng integral ranges.

For this reason, we consider the instantaneous SER by compute (5.23) using the instantaneous

values of bj
s,k and pj

s,k for every class j, spatial index s, and subcarrier k, which are all computed

using Algorithm 5.2. These values are directly inserted into (5.24) and (5.23) in order to find

the instantaneous SER. Thus, we accept all the SNR value used for every bit load, i.e., instead

of computing the integral range separately. Using Mont-Carlo computer, the SERs values are

average for every bit load. This is also repeated for every class j, assuming that all classes

allocate the same number of subcarriers.
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Figure 5.7: MIMO channel with perfect CSI and 1024 bit/subcarrier using intuitive and robust sorting.

Figure 5.7 depicts the SER performance assuming σ2
Ξ = 0.25 for different sorting schemes using

our analytical scheme only. We also found from this figure that robust sorting almost realizes a
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2-D eigen-beamforming. This is the reason for the 2 dB performance degradation between the

robust and the intuitive. The comparison between our simulation model12 and the analytical

one13, using Algorithm 5.2, is shown in Fig. 5.8. Both results are comparable, except for the

lowest priority class where we believe that this is inaccurate due to the brute-force process,

which is only implemented in this class.
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Figure 5.8: MIMO with perfect CSI and 1024 bit/subcarrier using numerical results versus simulations.

5.5.1.2 Analytical SER for UEP adaptive modulation – partial CSI

In this section, we consider an imperfect CSI that results from channel quantization, delays, or

feedback channel imperfection. As in the previous sections, this error is assumed to be Gaussian

with a zero mean and a variance of σ2
Ξ. According to Appendix F and similar to [70], the SER

is proved to be a function of the SINR by proving that 1
2erfc2 (SINR) is convex (decreasing) in

all the SINR range, where it is sufficient to show that its first and second derivative are negative

and positive, respectively. The proof of is given in Appendix F. Hereto, the relation between

the MMSE value and the equivalent SINR, known from [106, 107], is given by14

SINR =
1

MMSE
− 1 . (5.26)

Knowing the MMSE for every eigenchannel s to be (as in Appendix F)

12using 1024 bits and 512 subcarriers with a 4 × 4 MIMO-OFDM which transmit QAM symbols
13using the same simulation parameters and performing SER averaging using Mont-Carlo simulations of (5.25)
14This relation is obvious for ZF equalizers as the SINR= 1

H∗H
. However, for MMSE receivers, it is derived

from (5.21) in Appendix F.
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Figure 5.9: MIMO numerical SER versus simulations for intuitive sorting.

MMSEs =

[
INT

+
1

σ2
n

(HV̂P1/2)
∗ (

INR
+ σ2

ΞINR

)−1
HV̂P1/2

]−1

s,s

, (5.27)

the equalizer SINRs,k for the outdated channel at the transmitter is given by

ρs,k =
1

MMSE s,k
− 1

=
1

[
INT

+ 1
σ2

n
(HV̂P1/2)

∗ (
INR

+ σ2
ΞINR

)−1
HV̂P1/2

]−1

s,s

− 1 . (5.28)

Thus, ρs,k can be used as in the perfect CSI (using (5.23)) after computing bj
s,k and pj

s,k using

Algorithm 5.2. The complete proof of (5.28) is given in Appendix F – Section F.4.

The SER curves for partial CSI with σ2
Ξ = 0.25 for intuitive and robust sorting are given in

Fig. 5.9 and Fig. 5.10, respectively. Also a comparison to the simulated results is given in these

figures in order to verify our partial CSI simulation model.

5.5.2 Spatial Equalizers and Imperfect CSI

As described in Section 5.3.1, a ZF equalizer is capable of diagonalizing the channel at the

receiver in case of perfect CSI. However, for the partial CSI case, the diagonalization is not

perfectly maintained. This results in residual IEI and noise enhancement. Therefore, we propose

the alternative linear MMSE equalizer. The equalization matrices Wk for MMSE and ZF are

given by (5.21) and (5.17), respectively. Here, we compare the MMSE and ZF equalizers under

different CSI errors σΞ and different sorting schemes.
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Figure 5.10: MIMO numerical SER versus simulations for robust sorting.
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5.5.2.1 Full eigen-beamforming

Figure 5.11 shows the performance of UEP bit-loading Algorithm 5.2 under a small amount of

CSI errors, i.e., σ2
Ξ = 0.1, using ZF with a robust sorting, where the important data is allocated

to the weaker eigenchannels. Therefore, the performance of the important data deteriorates
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more than the least priority data which comes only behind the perfect CSI by just 0.8 dB.
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Figure 5.12: 4-D MIMO intuitive sorting for ZF versus MMSE receivers @ σΞ = 0.25.

It is clear from Fig. 5.12 that the MMSE (presented in Section 5.3.2) outperforms the ZF

assuming full eigen-beamforming 4-D. Furthermore, a comparison to the tradition V-BLAST

(with MMSE nulling as in Section 5.3.3) shows that the performance of adaptive modulation

(even under CSI uncertainties with σ2
Ξ = 0.25) outperforms the non-adaptive V-BLAST case

assuming the same number of bits. See the difference between the middle class using MMSE

(which is similar to a non-UEP adaptive modulation) and the VBLAST performance (thick-line

with pentagon star); the middle class outperforms the V-BLAST.

Figure 5.13 compares the ZF performance against the MMSE assuming 4-D beamforming using

robust sorting. It is clear from this figure (compared to Fig. 5.12) that the robust sorting

outperforms the intuitive sorting. The reason behind this performance enhancement is that

the robust sorting defines an implicit multiplexing-diversity trade-off. Since the weaker eigen-

Channels are already suppressed, it is noticeable that there is a similarity between the results

of MMSE and ZF. Also in this figure, we depict the performance of the V-BLAST using non-

adaptive modulation. In this case, we assume the same OFDM parameters (as used in the

adaptive schemes) with 1.5 bits/subcarrier, which is achieved by alternating BPSK and 4-QAM

on the given subcarriers. Here, the V-BLAST performance is worse than all the linear equalizer

cases with partial CSI.



5. MULTIPLE-INPUT, MULTIPLE-OUTPUT CHANNEL WITH PRIORITIZED TRANSMISSION 113

4 6 8 10 12 14 16 18 20 22 24
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

MMSE vs ZF using robust sorting

SNR [dB]

S
E

R

class
0

ZF for σ2
Ξ
 = 0.25

MMSE for σ2
Ξ
 = 0.25

V−BLAST 4×4
with avg. 1.5 bits/antenna

(BPSK/QAM alternatively)

class
2

class
1

Figure 5.13: 4-D MIMO robust sorting for ZF versus MMSE receivers @ σΞ = 0.25.

5.5.2.2 Reduced eigen-beamforming

We consider the same amount of CSI errors and the same number of bits with a reduced eigen-

beamforming using 2-D only, i.e., suppress the weaker eigenchannels such that the MIMO channel

is resized to an equivalent 2×4, however, still utilizing the strong eigen-channels.

If we compare Fig 5.11 to the 2-D beamforming in Fig. 5.14, we can see a considerable improve-

ment due to suppressing the weakest eigenchannels. It is clear that the performances of the ZF

and the MMSE are equivalent. The non-adaptive V-BLAST comes behind all our scenarios.

In Fig. 5.15, the 2-D beamforming reduces the gap between the perfect CSI and the partial case

to almost 3 dB (for robust sorting). The intuitive sorting is performing slightly worse (∼0.9 dB)

than the intuitive scheme in this case. Nevertheless, the SER curves show no error-floor at high

SNRs and full compliance with the proposed UEP profile.

5.5.2.3 Highly correlated channels

The performance of the highly correlated channels in Fig. 5.16 is not reliable for realizing an

efficient MIMO-OFDM adaptation using this target sum rate, i.e., 3072 bits. However, the

mandatory information, i.e., highest priority class, and the order of the classes are kept safe.

The correlated channels are going to be very interesting if we realize a single eigen-beamforming

(1-D). Frankly speaking, using water-filling for power pre-allocation (as discussed in Chapter 2)

will dynamically allocate zeroes to the weaker eigenchannels, which automatically realizes a 1-D

eigen-beamformer. It is clear from the figure, that the highest priority class of robust sorting
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(with partial CSI) is only 1 dB worse than the perfect CSI. However, it sacrifices the lower

protected classes, which could be compensated by reducing the target sum rate. The intuitive

scheme preserves the performance of the other classes with a noticeable error floor at the highest

priority class.
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Figure 5.16: MIMO channel with different ZF and MMSE @ σΞ = 0.25

5.5.3 UEP Bit-loading with Channel Correlation Feedback

We assume that the channel correlation matrix RT is estimated at the receiver using a sufficient

number of subcarriers. Here we consider the same channel correlation models described early

in Section 5.5. The total number of bits for each class Tj is chosen to be 1024 bits, i.e., the

total target sum rate = 3072 bits. As a reference, a non-adaptive 1 × 4 SIMO transmission with

64-QAM and V-BLAST with 1.5 bits/antenna are simulated.

Low correlated channel models:

Figure 5.17 depicts the results for UEP bit-loading Algorithm 5.3 using a 4-D eigen-beamforming.

Unlike the perfect CSI, the proposed margin separation (3 dB) is not strictly fulfilled; it is rather

3.9 dB in this case. The channel mean feedback leads to a better performance. However, the

margin steps are getting wider. In each case, the performance degradation is due to the wide

range of channel uncertainties at the weaker eigenchannels. Nevertheless, the order of the classes

is kept the same. We can also show that the robust bit-loading outperforms the intuitive bit-

loading by more than 8 dB at symbol error rates (SER) of 10−5 (for the highest priority class).

This is again due to suppressing the weak eigenchannels and utilizing the good eigenchannels.

Accordingly, there is an interesting observation from Fig. 5.18 where a 2-D beamforming method

shows exactly the same performance as the 4-D robust method. This means that the robust

scheme reduces the MIMO system, automatically, to the effective spatial dimensions.

It is also clear from the figures 5.17 and 5.18 that the adaptive schemes outperform the equivalent

non-adaptive scheme, i.e., 1×4 SIMO with 64QAM, at low-to-moderate SNRs. However, we can
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see a considerable performance enhancement at SNR > 20 dB (due to absence of interferences).

Moreover, an equal error-protection (EEP) scheme, shown in Fig. 5.18 with exactly the same

parameters, shows an average performance when compared to the 4-D intuitive method.
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Highly correlated channel:

Figure 5.19 depicts the performance of two different channel correlation models, the weakly and

the strongly correlated. The correlated channel shows a slight performance gain compared to

the less correlated channel at high SNR. This is due to power concentration towards a single

eigenchannel using the proposed eigen-beamforming matrix UT . This is not the case for a weakly

correlated channel, where the power is still utilizing weaker eigenchannels. Moreover, the highest

priority class (for the single eigen-beamforming of the highly correlated channel model) achieves

a gain of 10 dB compared to either non-adaptive SIMO with 64-QAM or non adaptive V-

BLAST (at an SER of 10−4). This gain is convenient to envisage the utilization of our UEP

adaptation for correlated channels. Furthermore, the robust scheme using the correlation CSI

better preserves the performance of every class and keeps the separations near to the designed

value, i.e., 3 dB, as in the perfect CSI.
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Figure 5.19: Different channel correlation models with robust loading

5.5.4 Compensating Channel Uncertainties Using Non-linear Equalizers

In Fig. 5.20, we depict the performance of a linear MMSE equalizer versus the performance of an

adaptive V-BLAST proposed in Section 5.3.3. For intuitive sorting with 4-D eigen-beamforming,

our proposed adaptive V-BLAST outperforms the MMSE with almost 12 dB at an SER of

10−5. Additionally, the V-BLAST is only 5 dB worse than the perfect CSI using 4-D eigen-

beamforming, comparing the results of Fig. 5.20 with Fig. 5.5 at an SER of 10−6. Since the

V-BLAST already sorts the symbols according to their channel gains, the algorithm starts with

the least priority data in case of robust sorting, which has the highest SER. Therefore, error

propagates to the highest priority data resulting in the error floor seen at high-SNR.
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Figure 5.21 depicts the reduced eigen-beamforming case using linear MMSE and VBLAST with

MMSE nulling receiver to adapt 1024 bits/class. As expected, our adaptive V-BLAST using

intuitive sorting also outperforms the equivalent linear MMSE spatial equalizer and performs

very close to perfect CSI conditions with only a loss of 1.8 dB. The reason for this significant

improvement is that we started with the most protected symbol, i.e., fewer errors to propagate.

In Fig. 5.22, using channel covariance feedback adaptive MIMO-OFDM, i.e., implementing

Algorithm 5.3, we show that the adaptive V-BLAST with intuitive sorting performs better than

the equivalent intuitive sorting using a linear MMSE equalizer (see Fig. 5.18). The order of the

classes is kept safe due to utilizing the channel correlation matrix eigenvalues and eigenvectors.

However, the MMSE case with a robust sorting is performing slightly better than the V-BLAST

case. As a final conclusion here, the adaptive V-BLAST results in a performance gain (slightly

more than 7.4 dB) compared to the non-adaptive V-BLAST, even with channel correlation

feedback.
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5.5.5 Campello- and Huges-Hartogs-like Adaptive Multilevel Modulation

Here, we present the performance of the UEP multilevel (hierarchical and non-hierarchical)

adaptive modulation using the Huges-Hartogs-like bit-loading (Algorithm 5.4) and the Campello-

like (Algorithm 5.5) using MIMO-OFDM transmission. Assuming a total individual sum rate

for each class of Tj = 1024 and CSI with an error variance σ2
Ξ = 0.25, on can notice from

Fig. 5.23 that the performance of the 2-D eigen-beamforming using the Campello-like UEP

bit-loading (with multilevel modulation) is worse than the equivalent Chow-like UEP (non-

hierarchical) bit-loading (Algorithm 5.2) using an intuitive sorting, a 2-D beamforming and the

same CSI error variance. From the same figure, we notice that the Campello-like UEP bit-loading

(Algorithm 5.5) with 2-D outperforms the 4-D eigen-beamforming by only 2 dB (assuming the

same CSI uncertainties).
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Figure 5.23: MIMO intuitive sorting @ σΞ = 0.25 and 2048 bits/class.

In Fig. 5.24, we depicts the 4-D eigen-beamforming using Campello-like multilevel adaptive

modulation compared to the Chow-like (non-hierarchical) MIMO-OFDM using only Tj = 1024.

From these results, it is clear that the non-hierarchical modulation outperforms the hierarchical

(multilevel) modulation by almost 6 dB (for perfect CSI), i.e., similar to the results in Chapter 4,

Fig. 4.5. This is due to the inefficient power allocation of the hierarchical modulations.

However, in Fig. 5.25, using 2-D eigen-beamforming and imperfect CSI, Algorithm 5.5 is worse

than the perfect CSI (using Tj = 1024) by only 3 dB.

Figure 5.26 depicts the SER of the Huges-Hartogs-like UEP bit-loading (Algorithm 5.4). As

can be seen in this figure, the two-dimensional beamforming (the third case with CSI errors)

outperforms the full eigen-beamforming. Certainly, this is also due to suppressing the weaker
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eigenbeams, which are more susceptible to the inter-eigen interference caused by the CSI errors15.

Furthermore, this indicates that the 4×4 MIMO channel is, practically, not more than 2×4.

From the same figure, one can see that the margin separation is strictly fulfilled in case of

perfect CSI and the reduced eigen-beamforming with partial CSI. However, the gap is getting

wider in case of full eigen-beamforming with CSI errors. The power allocation of the proposed

15Weaker eigenchannels are also introducing interference on the stronger ones.
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algorithms is investigated in Fig. 5.27. From this figure, it is clear that the floor operation

used in the Campello algorithm forces the weaker eigenvalues to be evacuated; leaving their

power to the stronger ones. This results in a performance gain of almost 6 dB over the Hughes-

Hartogs UEP bit-loading in case of full eigen-beamforming (see Fig. 5.28). One may consider

Algorithm 5.5 to be more protecting against channel uncertainties. However, both algorithms
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perform very similar in the case of a two-dimensional beamforming; Algorithm 5.5 succeeds in

allocating slightly more power to the stronger subcarriers. This explains the small performance

gain (< 0.8 dB) in case of 2-D beamforming at high SNR.

5.6 Summary for Adaptive Prioritized MIMO-OFDM

In this chapter, we presented four algorithms which realize UEP transmission using adaptive

modulation. In the first two algorithms, we showed that the chosen margin separation between

the data classes are achieved, even under partial CSI. Our modified adaptive V-BLAST algorithm

succeeds in mitigating the inter-eigen interference by successive cancellation. For quantized/de-

layed CSI, with relatively low CSI errors, the V-BLAST ordering achieved the same order of the

diagonalized channel. This enhances the performance, and reduces the sorting effort. However,

for channel correlation feedback, the V-BLAST did not succeed to mitigate interference, as the

channel order is not optimized. Thus, our robust sorting outperforms the V-BLAST in case of

channel correlation feedback.

Finally, we propose another two algorithms that realize UEP bit-loading without subcarrier

partitioning and presorting. This is achieved using multilevel (hierarchical and non-hierarchical)

UEP-bit loading by modifying the Hughes-Hartogs-like and the Campello-like algorithms. We

showed that Campello-like bit-loading (or rather an optimized water-filling approach bit-loading)

outperforms the Hughes-Hartogs-like bit-loading in case of high CSI errors with prioritized

transmission, as the first suppresses the weak eigenchannels.
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Chapter 6

Prioritized Multiuser Transmission

Multiuser communication aims at sharing the resources amongst a number of users. Usually,

these users require different levels of protection according to their applications and/or their

classes of service. Strictly speaking, these users can be ranked according to their distinct channel

conditions in order to realize different QoSs. The multiple access techniques introduced in

Chapter 2, namely frequency division multiple access (FDMA) and spatial division multiple

access (SDMA), are investigated here in order to realize multiuser transmission that manipulate

prioritized transmissions. In the following, we discuss these multiplexing techniques and the

steps required for constructing adaptive prioritized transmission.

I- Orthogonal frequency division multiple access (OFDMA)

OFDMA is selected due to its fine frequency granularity that exploits the multiuser diversity,

thereby, enhancing the spectral efficiency. Moreover, it could simply realize different QoS

requirements by adapting the transmission parameters to the different CSI of each user according

to his required performance level. We referred to this in the previous chapters, i.e., in single-

user communication, as UEP link adaptation or bit-loading. In that case, different performances

are devoted to different parts of the transmitted data requiring different SER, by exploiting the

different channel conditions across the subcarriers. This can similarly be transferred to multiuser

OFDMA, assuming that each user requires different SER and his data are allocating to a portion

of the available subcarriers. Additionally, applying multiple antenna arrays at each transceiver

extends the adaptation freedom to the spatial domain as well. This could be simply realized

by considering proper pre- and post-processing matrices as in Chapter 5. Since perfect CSI

at the BS is a practically unrealistic assumption, we consider partial CSI that deviates from

the instantaneous channel. This can roughly satisfy a given QoS profile exploiting multiuser

diversity due to the channel randomness [108]. This increases the chance of exploiting the

stronger subcarriers, thereby, making it more susceptible to harmful CSI errors.

Furthermore, we introduce a novel adaptation scheme that preserves the given performance

margins between users, i.e., the QoS constraints. We extend Algorithm 5.2 in order to adapt the

transmission for a number of prioritized users using the simple subcarrier sorting and partitioning

method (proposed in Chapter 3). The MIMO channel matrices (for each user’s subcarriers) are
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decomposed into equivalent multiple parallel single links (eigenbeams) as in Chapter 5. Since

OFDMA is assumed, any subcarrier (including all its eigenchannels) must be fully dedicated

to a single user. To realize different QoS classes amongst the given users, the subcarriers of

each user have to be sorted according to the total eigenchannels using one of the following

proposed criteria: maximizing the channel capacity (full beamforming) or avoiding the inter-

eigen interference (IEI) using a single beamformer.

Additionally, using the non-iterative subcarrier partitioning proposed in Algorithm 3.9, we

succeed in devoting data with different priorities to multiple users who already require different

average SER. This has been verified using the modified greedy methods, where we implemented

a two-user transmission model with two prioritized data classes using Campello-like UEP bit-

loading. This makes the overall performance equivalent to a single user with 4 prioritized classes

[3].

II- Space division multiple access (SDMA)

As discussed in Chapter 2, SDMA exploits the available spatial channel dimensions in case of

multiple antenna transmission. Thereby, in a multiuser environment, potentially high spectral

efficiencies can be achieved. However, due to sharing the frequency and time resources, MUI

becomes a crucial limiting factor that determines the system performance. Therefore, the pre-

and post-filters have to be jointly optimized in order to limit the MUI. Several research works

already consider this problem, [29, 31, 77].

We first consider the block-diagonalization (BD) scheme (discussed in Chapter 2), which avoids

the MUI interference completely by allowing each user to transmit multiple data streams on the

other users’ null-spaces [28, 29]. This results in non-interfering (orthogonal or parallel) users.

In this particular case, the total number of transmit antennas at the BS must be greater than

or (at least) equal to the sum of all receive antennas at the users’ MSs, i.e., providing sufficient

null-space vectors [29]. As with single-user MIMO case, the CSI uncertainty can be a serious

threat to keeping the users orthogonal (block-diagonalized). Nevertheless, we can keep the

performance acceptable for the most important users by exploiting their stronger eigenchannels

or automatically switching them to another multiple access scheme, e.g., FDMA. Here, the

prioritized QoS constraints are fulfilled by modifying the sub-optimal multilevel bit-loading of

Algorithm 5.5 in order to devote different constellation sizes to each user. Assuming a broadcast

scenario, the SER steps between users are chosen to fulfill the arbitrary margin separations

proposed in Chapter 4. Thus, the highest priority user is allowed first to consume the stronger

subcarriers with a relatively low modulation order and a suitable symbol energy that fulfills

his SER requirements. The next users are allowed to embed their data in the already used

subcarriers (in a hierarchical fashion) or consume the unused ones based on the required SER

and the given channel knowledge. This means that all users sharing the same subcarriers are

receiving, physically, the same information symbol, i.e., multicast transmission1, with different

hierarchical code book. For BC with CSI uncertainties, one can simply implement an MMSE

receiver at each user as with the single user case (as in Chapter 5). For comparison, the broadcast

1it is the delivery of a message to a group of destination receivers simultaneously in a single transmission [98]
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scheme proposed in [109], which transmit the same information to every user, has been modified

to accommodate hierarchical-multiuser modulation satisfying an MMSE criterion.

The second approach introduced here aims at minimizing the MUI under a fixed power constraint

using a non-orthogonal SDMA [31]-[81]. In order to achieve a successful multiple access scheme,

the MSE for all users has to be minimized simultaneously. This method reliefs the strict

constraint on the number of antennas introduced by the BD method. For a downlink scenario,

we implemented a beamforming scheme that exploits the duality between the uplink and the

downlink to overcome the non-degraded feature of the MIMO BC [78]. The transmitter and the

receiver filters are computed using the MSE duality [77] introduced in Chapter 2. Furthermore,

different QoSs, among different users, are realized by jointly optimizing the linear transmit-

receive filters to minimize the weighted sum MSE, i.e., using different weighting factors to

realize users with different MSE. After realizing multiuser transmission with an MMSE, we

opt for implementing a prioritized bit-loading to realize three different priority classes. The

bit-loading is performed according to the achievable minimum sum MSE values for all user’s

subcarriers instead of their individual SNR [1].

The remainder of this chapter is organized as follows. Section 6.1 discusses the multiuser MIMO-

OFDMA with simple subcarrier partitioning which was published in [4]. Section 6.2 discusses

the prioritized SISO OFDMA using the non-iterative partitioning [3]. Section 6.3 presents the

multiuser MIMO system using block diagonalization with prioritized user transmission, which

realizes adaptive multilevel modulation [9]. Finally, Section 6.4 discusses an adaptive multiuser

system with prioritized transmission using a non-orthogonal multiple access scheme [1].

6.1 Multiuser MIMO Multicarrier with Simple Partitioning

We extended Algorithm 5.2 to adapt the transmission for a number of prioritized users using

the same subcarrier sorting and partitioning scheme proposed in Chapter 3. FDD is assumed

with a separate CSI feedback channel, which leads to CSI errors. The pre- and post-processing

matrices for each MIMO channel (for each user’s subcarriers) are found using SVD or EVD in

order to produce multiple parallel single links (eigenbeams). Imperfect CSI is a serious threat to

preserving the orthogonality of the decomposed MIMO eigenchannels. However, the multiuser

diversity increases the chance of exploiting the stronger subcarriers, only [4].

In this case, we assume OFDMA, where each subcarrier (including all its eigenchannels) is

fully dedicated to a single user. Therefore, the subcarriers of each user have to be sorted in

order to achieve either maximum channel capacity (using n-D beamformers) or IEI avoidance

(using a single beamformer). Furthermore, we propose to maximize the capacity by sorting

the subcarriers according to the product of their eigenvalues, i.e.,
∏R−1

s=0 λs, similar to [4]. In

the following, we describe the proposed MIMO-OFDMA channel model in Section 6.1.1, the

implemented system model in Section 6.1.2, the optimum sorting mechanism is Section 6.1.3,

and the proposed UEP bit-loading in Section 6.1.4. Finally, results are discussed in Section 6.1.5.
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6.1.1 MIMO-OFDMA Channel Model

Herein, we consider a downlink transmission scenario, where the BS is equipped with NT

transmit antennas and Nu MSs, each with NR receive antennas. This forms the MIMO channel

matrices Hk,u ∈ CNR×NT , where u is the user index and k is the subcarrier index of the OFDMA

frame assuming N subcarriers in total. We further assume a partial CSI with a quantized/out-

dated channel Ĥk,u, which deviates from the instantaneous channel Hk,u by the error Ξk,u. As

in Chapter 5, this error is defined as Ξk,u = Hk,u − Ĥk,u, where Ξ ∈ CN (0, σ2
ΞI) [44]. Channel

matrix entries are also modeled as independent Rayleigh fading blocks composed of 9 different

paths (echoes) with an exponential power-delay profile. Moreover, one can assume the elements

of Hk (in frequency domain) to be i.i.d. with ZMCSCG distribution, i.e., Hk ∈ CN (0, σ2
H̃

I)

[44]. This randomness ensures a better exploitation for the multiuser diversity [108].

6.1.2 System Model with Limited CSI Regime

Figure 6.1 depicts a multiuser-multiantenna system with different QoS levels receiving a com-

bined OFDMA broadcast frame from a single BS through a MIMO downlink channel. The users’

MSs are assumed to be randomly located around the BS, however, the impact of the large scale

fading (path-loss and shadowing effect) is implicitly considered in the SNR calculated at the

receiver front end. Further details like relative MSs distances and users synchronization issues

are assumed to be ideally treated and out of the scope of this thesis.

BS

Wireless

user1

class1

user0

class0

user2

class2

H

Figure 6.1: MIMO-OFDMA with different QoS, where user0 has the highest QoS. Each user receives a

downlink transmission from the BS and transmits a feedback signaling on the uplink

In OFDMA transmission, each user is entitled to transmit over a non-overlapping set of his

stronger subcarriers. This ensures that the maximum SNRs are always utilized to guarantee

maximum multiuser diversity exploitation2. Finally, for each subcarrier k, each user u transmits

2To avoid interference (due to delay spread), an appropriate cyclic-extension/guard-interval is assumed to be
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back his quantized/delayed CSI Ĥk,u. In order to simplify our notations in the rest of this

section, we omit the subscript {k, u}.

We decompose the MIMO channel into a number of parallel (non-interfering) single channels

using EVD to decompose the Hermitian matrices Ĥ∗Ĥ as follows

Ĥ∗Ĥ = V̂D̂V̂∗, (6.1)

where D̂ = diag{λ1, · · · , λR}; R ≤ min{NR, NT }, λs are the eigenvalues, V̂ is a matrix of R

eigenvectors, and s ∈ [1, R] is the spatial index. Bits and powers are allocated according to the

eigenvalues λs. Hence, the total power is directed in the space according to the pre-processing

(steering) matrix F̂ = V̂P1/2, where V̂ is the eigenvectors matrix of Ĥ∗Ĥ and P is the power

loading matrix, i.e., a diagonal matrix with the allocated power values.

As in Chapter 5, a spatial equalizer is implemented to mitigate the possible IEI, however, with

residual noise superposition. In here, we propose to use an MMSE equalizer where the received

signal after equalization is given by

z = Wy =

W︷                                        ︸︸                                        ︷
(F̂∗H∗HF̂P1/2 + σ2

nI)−1F̂∗H∗
[
HF̂x + ñ

]

= (Ψ∗Ψ + σ2
nI)−1Ψ∗Ψx + (Ψ∗Ψ + σ2

nI)−1Ψ∗ñ , (6.2)

where F̂ is the pre-processing matrix of the partial CSI, H is the instantaneous channel matrix,

and ñ is the noise at the equalizer output. Ψ = HV̂P1/2 is the aggregated channel at the

receiver input and P1/2 is the power loading and spectral shaping matrix.

6.1.3 UEP Adaptation Using Simple Subcarrier Partitioning

In OFDMA, any subcarrier, including all its eigenchannels, must be allocated to a single user.

Therefore, the users’ subcarriers have to be sorted properly in order to satisfy the QoS. In the

following, we propose two different sorting schemes: one based on sum rate maximization and

the other uses a single eigen-beamforming transmission.

6.1.3.1 Multiuser sorting achieving sum rate maximization

An optimal sorting may be easily derived from the capacity equation in [67] for Gaussian channels

applying water-filling. User u achieves his channel capacity for the given N subcarriers, if the

following sum rate (given by (2.45) and (2.49) in Chapter 2) is maximized:

max Cu = max
1

Nu

Nu∑

k=1

S∑

s=1

log2(1 +
pu

s,kλu
s,k

σ2
n

)

= max
1

Nu

Nu∑

k=1

S∑

s=1

(
log2(

µu

σ2
n

λu
s,k)

)+

, (6.3)

added to each OFDMA frame to mitigate both inter-frame interference and inter-user interference [110].
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where (x)+ ≥ 0, µu is the user µu water-level constant. This constant is computed to fulfill the

total power constraint PT , i.e., using (2.45), such that

Nu−1∑

u=0

R−1∑

s=0

Nu−1∑

u=0

pu
s,k ≡

Nu−1∑

u=0

R−1∑

s=0

Nu−1∑

u=0

(µu − σ2
n/λu

s,k)+ = PT . (6.4)

Accordingly, the maximum capacity given in (6.3) can be further simplified using the notation
∑

log2 x = log2

∏
x, obtaining

max
Mu

Cu = max
Mu

1

Nu

Nu∑

k=1

(
log2

S∏

s=1

(
µu

σ2
n

λu
s,k)

)+

. (6.5)

Due to the monotonically increasing behavior of the logarithmic function [56], the right hand

side is easily maximized by maximizing the product
∏

λs, i.e., maximizing the geometric-mean

of λs. We refer to this method as eigen-product sorting.

6.1.3.2 Multiuser sorting based on 1-D beamforming

When the channel uncertainty increases, the stronger eigenchannels already produce a residual

IEI to each other. Another possibility could be to sort the subcarriers according to their

highest eigenchannel, only. Thus, the transmission power is completely directed (beamformed)

towards the strongest eigenbeam. This method completely suppresses the undesired interferences

from/to the weaker eigenvalues. Therefore, the error floor, which can be seen in case of residual

interference, will not be there any more.

6.1.4 Multiuser UEP Bit-loading

Our proposed scheme is an extension to the Chow-like UEP bit-loading (Algorithm 5.2) to

realize different users’ QoSs assuming a margin separation ∆γ between each two users. Hence,

the different users’ priorities are calculated (as in Chapter 3) using

γu+1 = γu/∆γ u = 0..Nu − 1 . (6.6)

Similar to (3.33) in Chapter 3, the quantized bit-rate b̂u
s,k ∈ Z is given by

b̂u
s,k =

⌊
bu

s,k +
1

2

⌋bmax

0
=

⌊
log2

(
1 +

pu
s,k · λu

s,k

γu · σ2
n

)
+

1

2

⌋bmax

0

, (6.7)

where bu
s,k ∈ R, b̂u

s,k ∈ Z are the bit values a rounded to the nearest integer between 0 and bmax

and pu
s,k is the power allocated to the sth spatial index and the kth subcarrier for user u. Each

user should be provided with Tu bits, where the total target bit-rate is given by BT =
∑Nu−1

u=0 Tu.

Accordingly, the quantization error ∆bu
s,k is given by

∆bu
s,k = b̂u

s,k − bu
s,k . (6.8)
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As with the original algorithm, the noise margin γm is iteratively approximated to satisfy the

total required target sum rate BT assuming bm
s,k ∈ R, following

γmnew = 2

∑S−1

s=0

∑N−1

k=0
log2(γmold

+Gm
s,k)−BT

N . (6.9)

However, it is required to have integer bit values only. Therefore, γm has to be adapted iteratively

to maintain BT . Strictly speaking, the users individual data rates Tu have to be fulfilled, where

BT =
∑Nu−1

u=0 Tu. In the following we present modified version of Algorithm 5.2 in order to

realize prioritized users.

Algorithm 6.1 QoS bit-loading based on the Chow-like algorithm for MIMO-OFDMA systems

Input: λu
s,k/σ2

n of the kth subcarrier of the sth spatial index for uth user, total number of

subcarriers N , total target bit-rate BT , and bit-rate for every user Tu.

Output: the average Pu and bit allocation bu
s,k.

Initialize: the subcarrier indices M ∈ ZN×R×Nu , individual users’ set Mu ∈ Z2×Nu , the

subcarrier (sliding) index v, and the start index I with all zeros. τu = N ∀ u = 0..Nu − 1,

target power PT , target sum rate BT , counter Cnt = 0, and γminit = G
2BT /NR , where

G =

∑N

k=1

∑R

s=1
λm

s,k

NRσ2
n

and m is the index of the middle class.

1: decompose the Hermitian channel Hu,∗
k Hu

k for every k and u using EVD to find the

eigenvalues matrix Dk = diag{λ1,k, λ2,k, ..., λs,k, ..., λR,k}, k = 0..N − 1

2: compute Gu
s,k = λu

s,k/σ2
n, also for every u, k, and s

3: sort the NR eigenchannels of each user in descending order according to
∏R−1

s=0 λu
s,k, in the

uth column of M; map {k}� v, where the spatial indices are already sorted s = 0..R − 1

4: repeat

5: compute γm of the middle user m, i.e., assuming an odd number of users, using (3.36)

and (3.37) (in Chapter 3)

6: compute user u individual γu using the relation between the noise margins (in dB scale),

such that γu[dB]
= γm[dB]

+ (m − u) · ∆γ[dB], where m is the middle user

7: repeat

8: calculate b̂u
s,v, ∀ s = 0..R − 1 and v ∈ M, as in (6.7) using γu starting from I

9: use the cumsum operator to accumulate b̂u
s,v , v ∈ M and s = 0, ..R − 1

10: stop accumulating when Tu is fulfilled.

11: set τu to the location where the cumsum stops, i.e.,
∑τu

v=I
(∑R−1

s=0 b̂u
s,v

)
= Tu

12: update Mu(1) = I, Mu(2) = τj , I ⇐ τu + 1, and u ⇐ u + 1.

13: until u = Nu

14: γm is recalculated similar to Chapter 5, Algorithm 5.2

15: Cnt ⇐ Cnt + 1

16: until
∑

{v,s}∈M bu
s,v ≈ BT or Cnt = MaxCnt

17: invert the mapping in Line 3, i.e., {k}⊸ v

18: the power is allocated and rescaled, to the total target power PT , similar to Algorithm 5.2

from Line 21 to 22.
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Power Allocation Scheme

To preserve a fixed SER for every user, the power on each subcarrier must be allocated consid-

ering the bit load values, the channel eigenbeams, and the required QoS (γu). Similar to (3.33),

Chapter 3, the power loading value is given by

pu
s,k = γu

σ2
n

λu
s,k

(2b̂u
s,k − 1) . (6.10)

The power mask will not stay perfectly constant, albeit fluctuating with a saw-tooth like shape,

i.e, with discontinuities at bit-loading change or at the user boundaries (if the bit load value

stays constant between these boundaries).

6.1.5 Analysis of MIMO-OFDMA Using UEP Bit-loading

To evaluate the performance of our UEP adaptive MIMO-OFDMA, we consider three users with

3 different priorities. Between each two users, a margin separation of ∆γ = 3 dB is preserved,

i.e., a higher priority user outperforms the next user by 3 dB. The number of users receive

antennas NR and the number of the base station (BS) transmit antenna NT are assumed to be

2 and 4, respectively3., while the BS deploys 4 transmit antennas, i.e., 2 × 4 MIMO channels.

Thus, our OFDMA transmission can utilize two eigenbeams (at most) for N = 512 subcarriers.

50 100 150 200 250 300 350 400 450 500
0

5

10

to
ta

l C
G

N
R

50 100 150 200 250 300 350 400 450 500

1
2
3
4
5

us
er

0 b
its

50 100 150 200 250 300 350 400 450 500

1
2
3
4
5

us
er

1 b
its

50 100 150 200 250 300 350 400 450 500

1
2
3
4
5

us
er

2 b
its

50 100 150 200 250 300 350 400 450 500

−5

0

# of subcarriers

po
w

er
−

al
lo

c
@

 B
S

   
   

 

second eigenbeam

first eigenbeam

second eigenbeam

first eigenbeam

second eigenbeam first eigenbeam

Figure 6.2: CGNR (in linear scale), bit loads, and normalized power allocation with Tu = 1024 bits and

512 subcarriers

3Two receive antenna is a reasonable assumption for a mobile terminal due to space limitations.
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Figure 6.2 depicts the CGNR, the bit-loading, and the normalized power allocation for all users

using the eigen-product sorting. As seen in the CGNR sub-figure, the first user already consumes

the subcarriers with the strongest eigen-products (subcarrier ranges: 0-60, 178-205, and 465-

511). The weakest eigen-products are devoted to the users with the lower QoS (e.g., the third

user consumes the left-over subchannels with the weak eigen-products, i.e., 61-174, 345-349, and

425-450). Due to the fact that the bit-loading varies, the power curves are also varying by,

almost, multiples of 3 dB.

6.1.6 MIMO-OFDMA Performance with Perfect CSI

We first assume perfect CSI conditions for multiple users with 3 dB margin separation between

each two users. In Fig. 6.3, one can notice that the margin separation under perfect CSI

is strictly preserved for both beamforming schemes. The optimum sorting, that utilizes the

MIMO multiplexing gain, outperforms the 1-D eigen-beamforming by almost 3 dB. This is due

to utilizing the full channel rank (double vs. single eigen-beamforming).
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Figure 6.3: Multiuser MIMO-OFDM with different QoS and different sorting schemes

In Fig. 6.4, the performance of a multiuser 4 × 4 MIMO-OFDMA with 1024 bits/user for 3

users with 3 dB margin separations is compared to a single user case with 3 priority classes

also allocating 1024 bits each. In both cases, we select only the highest 2 eigenbeams, i.e., 2-D

beamforming. One can notice that the multiuser transmission (eigen-product) outperforms the

single user by almost 1.5 dB at SER of 10−6. This is due to the exploitation of the multiuser

diversity. From Fig. 6.5, one can notice that increasing the number of antennas enhances the

system. Thus, the 4 × 4 scenario with selection of the two highest eigenbeams outperforms the

4 × 2 using the same number of eigenbeams and both outperform the 2 × 2 case.
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Figure 6.4: Multiuser MIMO-OFDMA vs single user with the same sum rate 3072 bits/OFDM frame
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6.1.7 MIMO-OFDMA Performance with Imperfect CSI

Here, we consider an erroneous feedback and a quantization which delivers a non-negligible

quantization error. The CSI errors are assumed to be Gaussian distributed with a variance

equal to 25% of that of the original channel. In Fig. 6.6, the 2nd user’s curves are removed to
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Figure 6.6: Different CSI conditions for the proposed sorting schemes

not overload the figure. One can observe that the 3 dB margin separation (or rather the 6 dB

between the first and the third user) is becoming much wider with this erroneous CSI (curves

with squares). Even worse, the SER curves are deteriorating at high SNRs. This is certainly due

to the IEI results from the imperfect channel diagonalization. However, the 1-D beamforming

does not suffer from this disadvantage. The performance of this scheme outperforms the eigen-

product sorting at high SNR. Moreover, no error floor can be seen in these curves and the

margin separations are better preserved. This makes the latter sorting scheme very suitable for

adaptive MIMO-OFDMA with CSI errors and a restricted QoS constraint. Additionally, the

sorting in case of 1-D beamforming is also faster than the optimum one. The only disadvantage

of this scheme could be figured out at the lower SNRs, where the optimum sorting outperforms

the 1-D beamforming by almost 2.2 dB at SER= 10−5.

6.2 UEP Adaptation Using Non-iterative Partitioning

Using the partitioning scheme proposed in Chapter 3, Section 3.2.4, we implemented a two-user

case sharing 2048 subcarriers using a SISO OFDMA transmission with Rayleigh channel fading.

Since the users are assumed to share the frequency domain, each subcarrier is dedicated to
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a single user at a time. We assume that each user has two classes of service with a margin

separation between these two classes of 3 dB. Furthermore, we assume also that the margin

separation between the least priority class of the first user and the highest priority class of

second user equals 3 dB. Thus, for this two-user scenario, we get an equivalent single user case

with four classes of service and 3 dB separation between each two classes.

Algorithm 3.9 in Chapter 3 is used to allocate these subcarriers assuming an equivalent single

user with 4 data classes and the same total sum rate, i.e., BT =
∑Ng−1

j=0

∑Nu−1
u=0 T j

u . Since the

number of classes are even, one has to interpolate 3 extra classes to compute the equivalent

number of bits of these four classes. According to Appendix B, Example 2, the equivalent sum

rate of the first and the second classes of the first and the second user are BT −3/2N , BT −1/2N ,

BT + 1/2N , and BT + 3/2N , respectively.

Following the partitioning and sorting scheme proposed in Chapter 3 (demonstrated in Fig. 3.15),

the highest priority user is allowed to allocate his two classes to his highest channel gains. The

second user sorts the leftover subcarrier indices (of his own channel) and allocates his classes to

them as in Fig. 3.15, Chapter 3.
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Figure 6.7: Adaptive OFDMA with two users with different QoS, each of which has two classes of

protection levels with 1536 bits each, i.e., 6144 bits in total

Figure 6.7 shows the performance of our two-user example, where the 3 dB margin separation

between the user’s data classes is preserved. However, the margin separation between the two

users (between the least priority class of the first user and the highest priority class of the second

user) varies from low to high SNR. At low SNR, the margin separation is slightly less than 3

dB. This is due to multiuser diversity, where opportunistically switching to another channel

increases the chance of having good-SNR subcarriers. However, at higher SNR, the users order

is kept safe, while the 3 dB becomes slightly wider (∼ 3.8 dB at SER= 10−6 ).
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6.3 Adaptive Multiuser MIMO Using Block Diagonalization

Block diagonalization (BD) is a linear precoding technique for a multiuser MIMO channel

considering a BC scenario only. In this scheme, multiple data streams are transmitted to

multiple users’ receivers with no multiuser interference (MUI), i.e., orthogonal multiple access.

Though the complexity is very low compared to non-linear MUI cancellation schemes, this

scheme requires a very accurate channel knowledge at the BS. We consider two scenarios, first,

the CSI is perfectly known at both the BS and the MS sets. In the second scenario, we consider a

limited feedback regime, e.g., outdated CSI with a fixed delay at the transmitter side. However,

the user’s receiver knows the channel perfectly, i.e., for perfect linear equalization.

Here, we mainly opt for realizing multiuser transmission with different QoS. For this reason, we

extended the UEP bit-loading algorithm in Chapter 5, where multiple users are treated, again,

similar to the data with different priorities. In addition to our diagonal SDMA scheme, we

adopted the multiuser multiple access using hierarchical modulation considering a modified

version of Algorithm 5.5. In this case, users are allowed to be multiplexed using the BD

plus hierarchical modulation, i.e., the same symbol transmitted to different users, when the

users’ subcarriers are enjoying high CGNR. However, our scheme automatically switches to

OFDMA transmission, as with Section 6.1, when the users’ subcarriers are exposed to deep

fades. In the following, we discuss our channel model, system model, and the null-space (or

namely BD) constraint (sections 6.3.1 and 6.3.2). The adaptive transmission using BD is

discussed in Section 6.3.4 which is compared to the vector broadcasting scheme proposed in

[109] (Section 6.3.3) in the results and analysis Section 6.3.5.

6.3.1 Block Diagonalized Channel Model

We consider an (NuNR) × NT MIMO BC matrix Hk,u, where NR is the number of the receive

antennas at each user terminal, Nu is the number of users, NT is the number of the transmit

antennas, k is the subcarrier index, and u is the user index. The total number of subcarriers

is N . We assume a partial CSI with the delayed channel version Ĥk,u. The error matrix can

be defined as Ξk,u = Hk,u − Ĥk,u, where Ξ ∈ CN (0, σ2
ΞI) [8]. The channel matrix entries are

uncorrelated zero mean circularly symmetric complex Gaussian (ZMCSCG) values and modeled

as independent Rayleigh fading blocks with an exponentially decaying power profile.

6.3.2 System Model and Null-space Constraint

Assuming OFDM transmission, the received vector at user uth and subcarrier kth is given by

Yk,u = Hk,uFk,uXk,u +

MUI︷                        ︸︸                        ︷

Hk,u

Nu−1∑

i=0,i,u

Fk,iXk,i +nk,u , (6.11)

where Fk,u is the pre-processing matrix at the transmitter side, Xk,u is the transmitted vector,

and nk,u is a zero mean additive white Gaussian noise (AWGN) with a variance σ2
n. To simplify
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our notations, we henceforth omit the subcarrier index k throughout this section.

To approach the sum capacity of the BC with multiusers MIMO transmission, the MUI has to

be mitigated. ZF can certainly mitigate the interference, despite being not optimum. However,

as proposed in Chapter 2, Section 2.3.2, block diagonalization completely suppresses the MUI

by projecting each user onto the null-space of the others, which succeeds in approaching the

dirty-paper code BC capacity region. Projecting the uth user onto the null-space of the others

mean that his precoding matrix Fi spans the null spaces (zero eigenvalues) of the other users

matrix, i.e., Hi,uFu = 0. Similar to Chapter 2, (2.54), Fu ∈ C(NT ×Mu) spans the Mu null

spaces (eigenvectors corresponds to the zero eigenvalues, where Mu ≤ NR as in Chapter 2) of

the matrix formed by concatenating all users’s channel matrix, excluding our u user as

Hnull
u =

[
HT

i=0 · · · HT
i,u · · · HT

i=Nu−1

]T
∀ u , i , (6.12)

where Mu ≤ NR. The drawback of this null-space approach is the strict limitation on the

number of antennas, where the total number of receive antennas (NuNR) has to be less than or

equal to the number of transmit antennas NT .

Accordingly, the optimal bit and power loads are computed based on the eigenvalues resulting

from a decomposition of the new resulting channel matrix (as in (2.57))

H⋆
u = HuFu = HuUTuQTu , (6.13)

where UTu is the orthonormal basis for the null-space of Hnull
u and Qu is the spectral shaping

(diagonal) matrix addressing the spatial substreams s = 0..Mu − 1. Henceforth, H⋆
u can be

treated as a non-interfering single-user MIMO channel. Since the system is reduced to the single

user case, the authors in [29] suggested to adapt the spectral shaping qu,s according to MMSE

criterion assuming a unity power on each subcarrier. This minimizes the inter-eigen interference

for each user, where qu,s is found (similar to multiuser water-filling in Appendix D) to be

q2
u,s =

[
1√
µ

σn

λu,s
− σ2

n

λ2
u,s

]+

, ∀ s = 0..Mu − 1 , (6.14)

where [x]+ denotes that x ≥ 0, µ is a Lagrangian multiplier that can be found iteratively or

using the closed form given in Appendix D such that
∑Mu−1

s=0 q2
u,s = 1, and λ2

us is the eigenvalues

of F∗
uH∗

uHuFu.

Hence, the eigenvalue decomposition of H⋆,∗
u H⋆

u results in the beamforming vectors Vu and

the channel eigenvalues λ2
s,u. In case of CSI delays, Ĥu is introduced as the erroneous channel

matrix that is deviated from the instant channel values by Ξu, i.e., Hu = Ĥu +Ξu. Accordingly,

the pre-processing and the null-space matrices are the erroneous ones V̂u and F̂u, respectively.

Similar to (2.57), the received symbol is given by

yu = ĤuÛTuQ̂TuV̂uP̂uxu +

residual MUI︷                                 ︸︸                                 ︷

Ξu

Nu−1∑

i=0,i,u

ÛTiQ̂TiV̂iP̂ixi +nu . (6.15)

where P
1/2
u is a diagonal matrix containing the power allocations based on λ2

s,u. By assuming

hierarchical modulation alphabets for each user, the total transmitted symbol X and the power
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allocation matrix P are the same for every user (as the BS transmit to each user, physically, the

same hierarchical symbol). Now, (6.15) can be rewritten as follows

Yu =

equivalent channel Heq︷                                        ︸︸                                        ︷
ĤuF̂uV̂u +

Nu−1∑

i=0,i,u

ΞuF̂iV̂i


 P̂1/2

u Xu + nu

= HeqP1/2Xu + nu . (6.16)

This reduces our multiuser system with low CSI errors to a simple single user MIMO system with

a full (but diagonally dominant) channel matrix that can be decoded using an MMSE receiver.

However, for severe channel uncertainties, the matrix Heq is not a diagonal-dominant. Thus,

MMSE is not the optimal receiver any more. Successive interference cancellation or space-time

block codes can be an alternative in this case. However, this is beyond the scope of this thesis.

6.3.3 Vector Broadcasting Using MMSE

Here, we modify the vector broadcast (VB) multiuser transmission proposed in [109] to compare

it to our multilevel block diagonalized multiuser MIMO system. When the channel matrix is

diagonalizable, as in the case of OFDM that employs a cyclic prefix, the optimization reduces

to a simple MMSE water-filling-like solution (similar to (6.14) which is given in Appendix D).

For the case of a circulant4 channel matrix HN×N that is diagonalized using the discrete Fourier

transform (DFT) and the inverse discrete Fourier transform (IDFT) matrices at the receiver

and the transmitter, respectively, the problem is described as follows

minimize
qk

∑N−1
k=0

σ2
n

qk

∑Nu−1

i=0

λ2
i,k

Nu−1
+σ2

n

subject to
∑N−1

k=0 qk ≤ PT ; qk ≥ 0 , (6.17)

where λu,k is the channel coefficient, and qk is the power spectral shaping across the given

subcarriers. Solving (6.17) using KKT conditions, similar to Appendix D, we obtain5

q2
k =


 1√

µ

σn√∑Nu−1
i=0 λ2

i,k/Nu

− σ2
n∑Nu−1

i=0 λ2
i,k/Nu




+

, k = 0..N − 1 , (6.18)

where [ . ]+ denotes a positive or zero value, µ is the Lagrangian multiplier that can be found

iteratively such that
∑N−1

k=0 qk = PT , where q2
k is the power of the kth subcarrier. Removing the

individual user power constraint is only convenient in BC scenarios. Thus the solution becomes

similar to the one in [111].

In the original VB design, the authors in [109] considered a single transmit antenna and multiple

users, each with a single receive antenna. However, in our deployment, we accommodate the

transmitter with NT antennas sending the same information symbol (multicast) with a total

transmit power PT , i.e., a MISO channel with transmit diversity. Furthermore, each information

symbol is encoded in a hierarchical fashion, allowing each user to receive different information

from the same symbol.

4See Chapter 2 for more details about diagonalizing the multicarrier transmission.
5Our power allocation seems to have a unit-less as we target a normalized power, i.e., set to unity.
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6.3.4 Adaptive Prioritized Multiuser Multilevel Modulation

Based on the multilevel adaptive modulation Algorithm 4.2, Chapter 4, we propose an adap-

tive scheme that realizes prioritized user transmission using multilevel (hierarchical and non-

hierarchical) modulation assuming a BC scenario. We realize fixed margin separations between

the different users under different channel conditions and different user target data rates. As

with Chapter 4, the highest priority user is allowed to consume the good-CGNR subcarriers

first. Thereafter, the bits of less important users are allowed to be allocated to either already

used subcarriers in a hierarchical fashion if the quantized CGNR and the remaining power are

sufficient to accommodate more bits. If not, free subcarriers can instead be used based on

the margin separation ∆γ using homogeneous constellations. Assuming a margin-adaptive bit-

loading with the following definition:

minimize
pk

Pσ =
N−1∑

k=0

Nu−1∑

u=0

Mu−1∑

s=0

pu
s,k

subject to
N−1∑

k=0

Nu−1∑

u=0

Mu−1∑

s=0

log2

(
1 +

pu
s,kGu

k,s

Γ

)
= BT and Pσ ≤ PT , (6.19)

where pu
s,k is the power allocated to the kth subcarrier, the sth stream, and the ith user, PT is

the given target power, Pσ is the accumulated power, and the “gap” approximation is, as in

Chapter 3, given by Γ = 2
3

[
erfc−1

(
P
2

)]2
. Thus, the maximum system margin is defined as

γmax =
PT

Pσ
. (6.20)

Tx symbol

du1

User1

du3

d
u

3

User2

d
u

2

User3
du2

Figure 6.8: Hierarchical modulation 4/16/64-HQAM: the decision boundaries of user0 is a 4-QAM

embedded in the 16-QAM of user1; user1 decision boundaries is a 4-QAM embedded in

the 64-QAM of user2, where user2 has to detect the smallest 4-QAM hierarchical level.
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6.3.4.1 Hierarchical multilevel modulation

Using hierarchical modulation, the symbols of the different users with different priorities can

be embedded into each other creating different Euclidean distances di (as in Chapter 4). The

relative margin separations between users are adjusted using the ratios of their constellation

distances (
dui

dui−1
, where ui and ui−1 are two different users). In Fig. 6.8, the distances between

hierarchical users dui are selected based on γi, which may, e.g., be set to 3 dB, i.e.,
dui

dui−1
=

√
2.

In this chapter as well, we use the same hierarchical construction as in Chapter 4.

Our hierarchical modulation scheme automatically allows for different hierarchical levels based

on the CGNR of each user, where the maximum number of hierarchy levels is limited by the

number of users Nu. Even more, homogeneous constellations (non-hierarchical modulation)

are also allowed on some subcarriers if their SNRs (for a certain user) are far better than the

equivalent subcarriers of other users. This is automatically decided based on the prioritized

adaptive algorithm described subsequently.

6.3.4.2 Adaptive algorithm for prioritized QoS bit-loading

Based on Algorithm 4.2, we propose a multiuser computationally efficient bit-loading algorithm

that allocates bits and powers according to the quantized Gu
k,s. A total target sum rate of BT

is required to be fulfilled subject to the total power constraint PT . According to Chapter 4, the

discrete bit allocation bk is given by

bu
k,s =

[
⌊log2 Gu

k,s⌋ + iu
Bopt

]bmax

0
, (6.21)

where iu
Bopt

∈ Z is an arbitrary constraint adjusted such that
∑Mu

s=1

∑N
k=1 bu

k,s ≤ BT , i.e., similar

to (3.63). The floor operator allows different subcarriers, with different Gu
k,s, to take the same

bit value bµ, i.e., there will be groups of identically loaded subcarriers due to the quantization

process. Hence, let κ be the maximum number of the subcarrier groups allocated to the same

b̄µ ∀ µ ∈ [0, κ − 1]. Let a positive quantized CGNR be given by

βu
k,s = ⌊log2 Gu

k,s − log2 Gu
min⌋ , (6.22)

where Gu
min is minimum CGNR for user u. A positive quantization error ∆k on each subcarrier

is calculated, using (6.22) as

∆k = {log2 Gu
k,s − log2 Gu

min} − βu
k,s . (6.23)

Based on the linear programming proposed in Chapter 3, Section 3.2.6, and the relaxation in

(3.63), an estimated value for iB is calculated such that the users’ individual target rates are

achieved. Following, the same footprints of Algorithm 4.2, however, using Nu prioritized users

with target rates Tu instead of the Ng data classes used in the original algorithm.

6.3.5 Analysis of UEP Bit-loading using Block Diagonalization

To evaluate the latter adaptation scheme, we consider three users with 3 different priorities. A

fixed margin separation between these users (3 dB) is considered. This is easily guaranteed by
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defining the hierarchical modulation priority ratio to be
dui

dui−1
=

√
2 at those subcarriers where

hierarchical modulation is applied. However, when hierarchical modulation is not implemented,

our bit-loading algorithm takes care of the 3 dB separations. In our simulations, we assumed

that the total number of subcarriers N is 512. Additionally, the homogeneously modulated

subcarriers are allowed to allocate quadrature amplitude modulation (QAM) with a constellation

size of, at maximum, 8 bits. The hierarchically modulated ones are allowed to have a maximum

of 6 bits on each layer. As can be seen from Fig 6.9, assuming 1024 bits/user, the margin
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Figure 6.9: Adaptive BD vs VB with different number of antenna setup using 1024 bits/user.

separations in case of perfect CSI are preserved for the single eigen-beamforming as well as

for the full eigen-beamforming. From the same figure, the vector broadcast (VB) design (the

dashed black curves) seems to be an upper bound to our scheme. Nevertheless, when the same

number of antennas are used with BD and prioritized adaptive modulation, the VB outperforms

it at low SNR. However, this gain becomes even a significant loss at high SNR, i.e., likewise

any comparison between an adaptive and a non-adaptive systems. Figure 6.10 depicts the

full eigen-beamforming performance under CSI error (σ2
Ξ) of 0.25 with (and without) spectral

shaping Φ. The one with the spectral shaping outperforms the other by almost 7 dBs, since the

spectral shaping proposed in (6.14) suppresses the weaker channels. In this case, they are not

allocated during the bit-loading process. As could be also seen in this figure, the single eigen-

beamforming already outperforms the full eigen-beamforming, even with the spectral shaping,

in case of CSI errors. This shows the drawback (the sub-optimality) of (6.14). Finally, Fig. 6.11

depicts the performance of the reduced target bit-rate (512 bits/user). One can notice that

the performance of the full/single beamforming is dramatically improved. However, the single

beamforming still performs the best amongest the other setups.
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Figure 6.10: Block-diagonalization using with CSI errors with/without spectral shaping and different

beamforming modes.
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6.4 Non-diagonal Multiuser MIMO Using the MMSE Criterion

In this section, a double-prioritized transmission is realized in a non-orthogonal multiuser MIMO-

OFDM. The first prioritized transmission realizes different QoSs among different users via

optimizing their transceiver linear filters F and W using the minimum weighted sum-MSE

with different weighting factors. These factors are selected according to the required QoSs by

solving a dual MAC scenario instead of the required BC. The second priority approach succeeds

in implementing UEP bit-loading that realizes three prioritized classes. In this case, bits and

power values are allocated according to the achievable MMSE. The remainder of this chapter is

organized as follows. Section 6.4.1 describes the Sum-MSE optimization approach. Section 6.4.2

discusses the constraint gradient algorithm, which obtains the optimum transceiver filters while

achieving a minimum MSE. The dual MAC channel is converted back to the required BC channel

in Section 6.4.2. In Section 6.4.3, we propose the modifications required for realizing UEP bit-

loading using the same steps of Algorithm 6.1. Finally, we present our results in Section 6.4.4,

where some of these results have been published in [1].

6.4.1 Formulation of the Sum-MSE

Since our approach uses the MAC-BC duality, one can solve the dual (virtual) MAC scenario

to determine the transmit and the receive filters. Thereafter, these filters are linearly mapped

to the original scenario [79]. For a dual MAC, the transmit and the receive antennas are

interchanged, i.e., the mobile terminals act (virtually) as the transmitters, where each of the

Nu mobile terminals is loaded with NR (virtual transmit) antennas, while the base-station is

deployed with NT (virtual receive) antennas. This is simply done by considering the original

channel matrix to be H∗
u, while the virtual MAC remains Hu. Hence, the overall equivalent

(dual) uplink received signal at the uth user, after passing through the receiver post-processing

W ∈ CNT ×NR , is given by

r = W
Nu−1∑

u=0

HuFuxu + Wn , (6.24)

where W = [WT
0 ...Wu...WT

Nu−1]T and Wu is the dual individual post-processing for each user.

Fu ∈ CNR×NR is the user’s dual pre-coding matrix, such that Tr(F∗
uFu) ≤ PT , and n ∈ CNT ×1

is the zero mean Gaussian noise vector with a variance σ2
n.

In order to find the minimum sum-MSE, the following optimization problem must be solved

minimize
F,W

∑Nu−1
u=0 EUL

u

subject to
∑Nu−1

u=0 Tr (F∗
uFu) ≤ PT , (6.25)

where Eu denotes the mean-squared error of the uth user’s symbols. Thus, we obtain the dual

uplink MSE EUL
u = E[||ru − xu||22] of user u, as given in Appendix D in (D.9), to be

EUL
u = Tr

[
INRu

− WuHuFu − F∗
uH∗

uW∗
u

]
+ Tr

[
Wu

(
Nu−1∑

i=0

HiFiF
∗
i H∗

i

)
W∗

u + σ2
nWuW∗

u

]
,

(6.26)
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while the sum-MSE is given as

EUL =
Nu−1∑

u=0

EUL
u =

Nu−1∑

u=0

NRu −
Nu−1∑

u=0

Tr [WuHuFu + F∗
uH∗

uW∗
u]

+
Nu−1∑

u=0

Tr

[
Wu

(
Nu−1∑

i=0

HiFiF
∗
i H∗

i

)
W∗

u + σ2
nWuW∗

u

]

=
Nu−1∑

u=0

NRu − Tr [WHF + F∗H∗W∗]

+ Tr
[
WHFF∗H∗W∗ + σ2

nWW∗
]

, (6.27)

where H = [H1, ..., HNu ] ∈ CNT ×
∑Nu−1

i=0
NR . F ∈ C

∑Nu
u=0

Mu×
∑Nu−1

u=0
Mu is a block-diagonal matrix

holds on each of the diagonal blocks the u user Fu, u = 0..Nu − 1.

In order to convert the dual uplink into the original downlink, the following positive conversion

factor α ∈ R+ is needed to model the near-far power scaling effect6. In [79], the transmit-receiver

filters used in the downlink are assumed to be

FDL = αW∗ and WDL = 1/αF∗ . (6.28)

Accordingly, the equivalent downlink sum-MSE can be found by replacing H ⇒ H∗ and substi-

tuting with FDL and WDL. Now, using (6.28) in (6.27) we get

EDL =
Nu−1∑

u=0

EDL
u =

Nu−1∑

u=0

Mu − Tr [F∗H∗W∗ + WHF] + Tr [F∗H∗W∗WHF]

+
1

α2
σ2

nTr [F∗F] . (6.29)

Since the MSE of the downlink and its dual uplink are equal, one can directly equate (6.27) into

(6.29) to find α as

α2 =
Tr [F∗F]

Tr [W∗W]
=

PT

||W||2F
=

PT∑Nu−1
u=0 ||Wu||2F

, (6.30)

i.e., assuming that the dual uplink has the same power as the downlink.

As in [77, 79], the receive filter is assumed to be an MMSE equalizer that minimizes the MSE

of each user individually, where the dual-uplink post-processing matrix Wu is given by

Wu = F∗
uH∗

uT−1 (6.31)

= F∗
uH∗

u

[
σ2

nINR
+

Nu−1∑

u=0

HuFuF∗
uH∗

u

]−1

.

After substituting the previous equation into (6.26), with further linear operations as in Ap-

pendix D, (D.12), one can simplify EUL
u as

EUL
u = Mu − Tr


F∗

uH∗
u

[
Nu−1∑

u=0

HuFuF∗
uH∗

u + σ2
nI

]−1

HuFu


 , (6.32)

6In Chapter 2, Section 2.3.2.2, a similar factor is used to model the dirty-paper code (DPC) MAC-BC duality.
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where Mu is the number of streams used by the uth user. Following the linear manipulations in

(D.13), Appendix D, we get the dual uplink optimization problem in (6.25) to be

minimize
F1,...,FNu

σ2
nTr



[

Nu−1∑

u=0

HuFuF∗
uH∗

u + σ2
nI

]−1



subject to Tr (FF∗) ≤ PT . (6.33)

This is convex in every product of FuF∗
u as far as Tr[(.)−1] is a convex function, which is valid

for any positive semidefinite arguments, i.e., FF∗ is strictly positive semidefinite [76]-[81]. In

[77]-[81], (6.33) is reformulated to a semidefinite programing (SDP) problem [56], which can

be solved efficiently by means of standard optimization tools, e.g., SeDuMi [112] and YALMIP

[113]. This method guarantees achieving the global minimum MSE, however, with considerably

high complexity. This will be discussed briefly in Appendix E.

Another method, which relies on the Lagrangian iterative method, is proposed in [76, 78, 79, 80].

In this case, only local minima are guaranteed, however, with fewer iterations. The following

section shows how to fulfill the KKT conditions of the Lagrangian problem corresponds to

(6.25). The MMSE in this case is achieved using the iterative scaled gradient projection methods

[78, 114] for different QoS, i.e., using the weighted sum-MSE proposed in Chapter 2.

6.4.2 Prioritized Multiuser Transmission Using Weighted Sum-MSE

The optimum resource allocation based on the weighted sum-MSE in (6.25) aims at minimizing

the sum-MSE multiplied by a weighting vector w = [w1, .., wNu ]T, where 1 · w = 1. For each

user u, wu can be arbitrarily chosen in order to realize certain QoS constraint [81]. In general,

achieving this minimum sum-MSE results in switching off users with weaker channel gains and,

instead, concentrate the power only on the users with the better channel conditions. This can

easily maintain a QoS-based transmission among users.

After proving the convexity of (6.32), we can now satisfy our goal of delivering different QoSs

among users, i.e., different EUL
u for each user. Thus, we need to minimize the following

optimization problem

minimize
F,W

∑Nu−1
u=0 wuEUL

u

subject to
∑Nu−1

u=0 Tr (F∗F) ≤ PT , (6.34)

where Eu denotes the mean-squared error of user u symbols and wu are positive weighting factors

required to adapt the individual QoS of each user. Similar to [78] and [80], the Lagrangian

function of (6.34) given EUL
u in (6.32), is given by

LE
µ =

Nu∑

u=1

wuNRu −
Nu∑

u=1

wuTr
[
F∗

uH∗
uT−1HuFu

]
− µ

(
Nu−1∑

u=0

Tr (F∗
uFu) − PT

)
, (6.35)

where T =
[∑Nu−1

u=0 HuFuF∗
uH∗

u + σ2
nI
]

7 and the minimum MSE is computed by evaluating
∂LE
∂F∗

u
and setting it to zero. According to Appendix D (from (D.14) to (D.20)), we get that the

7If the downlink is considered instead of its dual uplink, one has to compute Nu inverses of Tu =[
H

∗
uF

DL
F

∗,DL
Hu + σ2

nI
]

which is more complex than our dual approach that computes one inverse only.
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solution of this Lagrangian problem is given by

∂LE
µ

∂F∗
u

= µFu − H∗
uT−1 (wiT − S) T−1HuFu = 0 , (6.36)

where S =
∑Nu

u=1 wuHuFuF∗
uH∗

u. This means

µFnew
u = H∗

uT−1 (wiT − S) T−1HuFu . (6.37)

The authors in [78] and [79] found that the weighting factors follow almost the same linear

system of equations as the conversion factor αu in (6.30) if the individual MSE need to be

preserved. This can easily be seen if we multiply (6.37) for each user u with F∗
u from the left

and take the trace for each u = 1..Nu. Therefore, one can compute αu knowing the sum-MSE

α and the weighting factor wu as follows

αu = α
√

wu , (6.38)

where
α1

w1
=

α2

w2
= ... =

αu

wu
= ... =

αNu

wNu

. (6.39)

In order to solve the constraint optimization problems in (6.25), the authors in [79] proposed to

solve a standard unconstrained gradient algorithm which is modified in order to accommodate

the power constraint as follows ([78] and[114])

F(t+1) =

[
F(t) − 1

d
M−1∇E

(
F(t)

)]⊥
, (6.40)

where E is the total error given in (6.32), 1
d is the step size, ∇ corresponds to the matrix-valued

Nabla operator (Jacobian matrix) [114, Chapter 3], and the notation [x]⊥ denotes the orthogonal

projection (with respect to the Euclidean norm) of a vector x onto its convex set, say, X. In

particular, [x]⊥ is defined as in [114, Chapter 3] by [x]⊥ = arg minz∈X ||z − x||2. M represents

a preconditioning positive definite diagonal matrix, which is chosen (according to [114, Section

3.2]) to be

M−1(t) =

√√√√√
PT

Nu−1∑
u=0

∇E
(
F

(t)
i

) I , (6.41)

where PT is the accommodated power constraint. The denominator in this equation has a

very small value at high SNR, i.e., becomes independent of the SNR8. Due to this reason, this

scheme always guarantees similar power allocation across different streams at high SNR. Thus,

∇Eu

(
F(t)

)
is defined as in Appendix D (also from (D.15) to (D.20))9 to be

∇Eu

(
F(t)

u

)
=

∂Eu(Fu
(t))

∂F
∗(t)
u

(6.42)

= −H∗
uT−1 (wiT − S) T−1HuFu .

8From (6.33), the denominator is function of the noise variance; when the noise go to zero, M
−1 becomes ∞

and now (6.40) has a zero multiplied by ∞.
9This is similar to the Lagrangian method in [80], however, using an iterative method to solve an original MAC

scenario with equal weights as in Appendix D (D.22).
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Now, we substitute (6.42) into (6.41), then into (6.40) to achieve an accurate Fu. Then T is

calculated using (6.31). Finally, Wu is computed using (6.31); further iterations are required

for enhancing the results. In the following, we summarize the steps needed to implement the

gradient projection method10 for the dual MAC.

Algorithm 6.2 Multiuser MIMO weighted sum-MSE using scaled gradient projection method

Initialize: F
(0)
u ⇐

√
PT
NR

INR
∀ k , d ⇐ 2 , t ⇐ 0 , and the maximum loop counter is MaxCnt.

Output: FDL
u and WDL

u

Require: minimize the MSE and ∀ k and jointly allocate each user’s streams.

Ensure:
∑Nu−1

i=0 Tr (F∗
i Fi) = PT

1: repeat

2: t ⇐ t + 1

3: T(t) ⇐ σ2
nINT

+
Nu−1∑
u=0

HuF
(t−1)
u F

∗,(t−1)
u H∗

u

4: S(t) ⇐
Nu−1∑
u=0

wuHuF
(t−1)
u F

∗,(t−1)
u H∗

u

5: for u = 1 to Nu do

6: gradient: ∇Eu

(
F

(t)
u

)
⇐ −H

∗,(t)
u T−1,(t)

(
wiT

(t) − S(t)
)

T−1,(t)H
(t)
u F

(t)
u

7: scaled: F
(t)
u ⇐ F

(t−1)
u − 1

d

√
PT /

(∑Nu−1
u=0 ∇Eu

(
F

(t)
u

))
∇Eu

(
F

(t)
u

)

8: projection: F
(t)
u ⇐ F

(t)
u

√
PT /

(∑Nu−1
u=0 ∇Eu

(
F

(t)
u

))
(projecting to the power constraint)

9: if the sum-MSE E(t) > the sum-MSE E(t−1) then

10: increment step size inverse: d ⇐ d + 1

11: reduce time by one (stay in the loop): t ⇐ t − 1

12: end if

13: end for

14: until achieving the desired accuracy ǫ, i.e., E(t) − E(t−1) < ǫ, or t =MaxCnt

15: perform uplink/downlink conversion using the following steps

Uplink/downlink conversion: after the transceiver filters are computed for the dual prob-

lem, we need to be convert them the original BC filters, i.e., FDL
u and WDL

u . This conversion is

performed based on the following steps:

1. compute the scaling factor α0 (defined in (6.30)) of the first user (u = 0), i.e., assuming

that all users have the same weighting wu and that MMSE is given by (6.33) [79, Algorithm

1], as follows

α0 =

√√√√√√

PT

Tr

(
Nu−1∑
u=0

wuF∗
uH∗

uT−2HuFu

) , (6.43)

where α is the factor used to model the near-far effect in the dual MAC assuming w1 =

w2 = ... = wNu = 1/Nu,

10The convergence of this algorithm is discussed in [114, Chapter 3].
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2. compute the exact scaling factor for all users using their actual MSE weighting values,

such that αu = α0
√

wu ,

3. find the downlink transceiver filters using the relation in (6.28)

FDL = [αuW1...αuWNu ]T = [αuT−1H1F1...αuT−1HNuFNu ]T ;

WDL
u =

1

αu
F∗

u . (6.44)

6.4.3 Throughput Maximization of a Non-diagonal SDMA

6.4.3.1 Per-user sum rate

The previous MSE minimization does not guarantee independence (diagonalization) across users,

which is the tool utilized throughout this thesis to realize adaptive and prioritized transmission.

Furthermore, the individual user’s streams are not jointly optimized and, hence, cannot be used

directly by any of our previously proposed adaptive algorithms. Thus, it is required to minimize

the MSE of each stream separately. However, the question here will be: can we make these

streams independent? On the one hand, this is a very complex optimization approach. On

the other hand, if even complexity is not an issue, it will not be an optimum solution from the

capacity point of view. The reason for sub-optimality is the non-convexity of (6.25) in {Fs
u, Ws

u}
(per-stream s) [31], which always results in local minima11. Therefore, it is required to imitate,

e.g., the block-diagonalization. This virtual diagonalization can only be achieved if the SINR

is used in the sum rate formula (instead of the CGNR used in the previous chapters) [31] such

that

Ri
u = log2 (1 + SINRu) ∀ i ∈ {0..Nu − 1} , (6.45)

To use the proposed weighted sum-MSE duality, one has to exploit the relation between the

SINR and the MMSE. This relation is found, similar to the linear MMSE equalizer derivation

given in [15, Chapter 10] or the bijective mapping [79], to be

MMSEu =
1

1 + SINRu
, (6.46)

where MMSEu is the summation of all individual MMSE for the data streams used by user u.

Hence, the per-user sum rate given as

Ru = − log2 (MMSEu) . (6.47)

This can still give a good estimate for the overall data rate for the uth user’s streams without

the need for optimizing each stream separately [78]. However, different streams are allocated

equally, i.e., using the same power and number of bits.

11As it is impossible to merge the individual inverses of T as we did for achieving (D.13) in Appendix D.
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6.4.3.2 UEP bit-loading

Similar to Algorithm 6.1, the MMSEu,k for each user u and for every subcarrier k are sorted

in descending order (from low to high). According to the intuitive sorting scheme, the bits

of the first class are allocated to the stronger subcarriers (with the lowest MMSE). Using the

formulas (6.47) and (6.7) in Section 6.1.4, the average number of bits allocated to all streams,

i.e., bits/user, is given by

b̂j
u,k ≈

⌊
− log2 (MMSEu,kγu,j) +

1

2

⌋bmax

0
, (6.48)

where the uth user’s noise margin γu,j is adapted iteratively in order to fulfill the required sum

rate, according to Algorithm 6.1, and to preserve the margin separation between the user’s

different data classes12. Since we do not have the per-stream individual MSE information, we

are only able to allocate all streams equally. Accordingly, the individual target rate for each

stream (of the Mu streams) is Tu/Mu bits, where the target rate for each user is Tu and the

target rate of the uth user’s jth class is T u
j = Tu/Ng = BT /Nu/Ng, i.e., assuming that the

target rate for all users are equal and the target rate for their classes are also equal. Thus, to

allocate each stream (of the given Mu streams) equally, we allocate only 1/Mu of the required

rate (either per-user or per-class). Thus, T u,s
j = T u

j /Mu and T s
u = Tu/Mu [14]. Finally, the

Algorithm 6.3 UEP bit-loading based on the Chow-like algorithm

Ensure: number of subcarrier N , M ∈ ZN×Nu , running indices v, start index I = 0, τu =

N , l u = 0..Nu − 1, middle class m = ⌊Nu/2⌋ + 1
2 target power PT , target sum rate BT ,

counter Cnt = 0, margin separation ∆γ = 3 dB, number of data classes Ng, the class index

j = 0, and the initial noise margin γm = MMSEu

2BT /N , where MMSEu,k =

∑N−1

k=0
MMSEu,k

N

1: sort the subcarrier according to their MMSE in ascending order in M
2: repeat

3: repeat

4: compute γm (similar to Algorithm 3.7) γnew
m = 2

∑N−1

k=0
log2

(
γold

m +MSER−1
u,k

−1
)

−BT

N

5: compute user u individual γu (in dB scale), such that γu[dB]
= γm[dB]

+ (m − u) · ∆γ[dB]

6: repeat

7: calculate b̂u,v and v ∈ M, as in (6.48) using γu starting from I
8: accumulate b̂u,v , v ∈ M using cumsum as in Algorithm 3.5 in Chapter 3

9: set τu to the location where
∑τu

v=I b̂u
s,v = T u

j = BT /Ng/Nu/Mu, assuming the same

target rate for each user and each class of his classes

10: update I ⇐ τu + 1 and j ⇐ j + 1

11: until j = Ng

12: Cnt ⇐ Cnt + 1

13: until
∑

{v}∈M bu,v ≈ BT /Nu/Mu or Cnt = MaxCnt

14: u ⇐ u + 1

15: until u = Nu

12In our simulation, we consider a 3 dB margin separation between each two classes for a given user.
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overall target rate BT =
∑Nu−1

u=0 Tu. In the previous algorithm (Algorithm 6.3 which is based on

Algorithm 6.1), we perform the bit-loading considering the user MMSEu (as in (6.48)) and the

arbitrary noise margin γu, j, i.e., for user u and his individual j data classes. In this algorithm,

the first stream for each user is allocated, as in Algorithm 6.3, using Tu/Mu bits. Thereafter,

the computed bit loads are copied to the user’s Mu − 1 remaining streams.

6.4.3.3 Power allocation

The power allocated via the gradient projection method, proposed in the previous section,

is a sub-optimal method due to allocating similar power values across subcarriers with high-

SNR [76]. However, we can still reshape the spectral using the power allocation performed

by Algorithm 6.1, i.e., based on the bit load values on each subcarrier and the user’s margin

γu,j . Accordingly, no-power is allocated to the users’ weaker subcarriers, i.e., with low MMSE.

Therefore, the number of users sharing the same subcarriers is reduced, i.e., reduces the MUI

on these subcarriers.

6.4.4 Analysis of the Non-diagonal Multiuser with UEP Bit-loading

Figure 6.12 depicts the performance of the non-adaptive prioritized weighted sum-MSE. In this

case, w0 > w1 > w2, i.e., user0 has the highest priority and user2 has the least one. These results

have been generated using 2 bits/symbol/stream, i.e., 4 bits/user13. One can notice that the
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Figure 6.12: Non-adaptive sum-MSE vs weighted MSE with 4 bits/user

13In this case we assume an OFDM transmission with 1024 subcarrier an 4 bits/subcarrier/user, i.e., in total

12 bits/subcarrier.
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non-weighted sum-MSE minimization (thick dashed-line) performs similar to the middle user,

assuming the same number of bits/symbol, i.e., an average of the highest and the lowest priority

user.
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Figure 6.13: SER for 3 users with 3 data priority classes (using UEP) with 1365 bits/class

In Fig. 6.13 (using 4096 bits/user with 1024 subcarrier, i.e., 4 bits/subcarrier in average),

the performance of three users with weighted sum-MSE are depicted using UEP bit-loading

with 3 priority classes and a margin separation between the users’ different data classes equal

∆γ = 3 dB. Thus, one can notice that we achieved a double prioritized transmission. This is

performed using the weighted sum-MSE Algorithm 6.4.2 to realize different users with different

QoS. Moreover, the UEP bit-loading Algorithm 6.1 is used to realize the users’ different data

classes with different priorities. We succeed to preserve (almost) equal separations between

classes (more than the required 3 dB; rather 4 dB) and the users (∼ 1 dB).

The separations between users can be further adapted using different weighting factors wu.

However, this is still a suboptimal procedure, as the bit-loading is performed after these weighting

values are computed. Thus, when the number of users changes, i.e., by allocating zero-power to

some users, their feasible MMSE points change and, therefore, it changes the separation between

them. As a solution, Algorithm 6.4.2 can be repeated once again, at least, for subcarriers where

one or more users are transmitting no-power.

Figure 6.14 depicts the same results as in Fig. 6.13, however, compared to the non-adaptive

scheme. One can easily notice a performance gain of 12 dB (between the first user’s highest

protected class and the same user using non-adaptive modulation). However, at very low-

SNR subcarriers, the non-adaptive scheme outperforms the adaptive one due to overloading

the high-SNR subcarriers. In Fig. 6.15, the UEP bit-loading (using a non-weighted sum-MSE)
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Figure 6.14: SER for adaptive and non-adaptive modulation

is delivering an average performance between the highest and the least protected users with

weighted sum-MSE.
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Figure 6.15: Sum-MSE vs weighted sum-MSE using 4 bits/user with 1024 subcarriers

For comparison, we consider a 2 × 6 MIMO-OFDMA transmission, similar to the one discussed

in Section 6.1, using 1024 bits/user and 512 subcarriers. This case is compared to the dual
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Figure 6.16: Sum-MSE vs weighted MSE using 1024 bits/user with 512 subcarriers

weighted sum-MSE scheme also using 1024 bits/user and 512 subcarriers, however, with extra

three classes for each user using 3 classes, i.e., the same number of bits/class. In Fig. 6.16,

the MIMO-OFDMA transmission outperforms the non-diagonal multiuser (for his first class) by

almost ∼ 2 dB. This is because the MIMO-OFDMA utilizes the individual streams, where the

bit-loading algorithm allocates fewer, or even zero, bits at the weaker eigenchannels. This is

even clearer in the results of the first user’s least priority class and the last user using MIMO-

OFDMA. In this case, the non-diagonal transmission already consumes the subcarriers with the

weakest MMSE, making it almost 4 dB worse than the MIMO-OFDMA least priority user.

However, at low SNR, the non-diagonal MMSE performs better than the OFDMA. This certainly

means that our results can be further improved if we consider optimizing the individual streams

of each subcarrier, which is out of the scope of this thesis. Another solution could be to switch

between both multiple access scheme based on the current SNR, i.e., at low SNR use SDMA

and at high SNR use OFDMA.
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Chapter 7

Summary and Outlook

7.1 Summary and Conclusions

This thesis was motivated by the need of understanding and investigating the advantages

and the limitations of prioritized transmission. Several approaches had been proposed to

obtain unequal error protection utilizing the diagonalized transmission systems using uncoded

adaptive techniques. Consequently, adaptive OFDM and diagonalized SVD MIMO have been

implemented for both single-user and multiuser scenarios utilizing non-interfering sub-channels

in frequency and space. In order to realize unequal error protection (UEP), we implemented

several adaptation methods by modifying, extending, and optimizing the preexisting adaptive

modulation algorithms in order to devote different data segments to different error protection

levels.

In our results, we chose to fulfill a given UEP profile that allowed different SNR operating

points for different data classes or users. Exploiting the UEP capabilities using only adaptive

modulation reduces the extra complexity, which would otherwise be needed for UEP coding.

Moreover, our developed algorithms are found to be more precise than the UEP channel coding

approaches in preserving the given margin separations. The major contributions of this thesis

can be summarized as follows:

• Assuming a single-user model with SISO-OFDM(DMT) transmission, we described a set

of UEP bit-loading schemes that allowed for arbitrary margin separations among different

bit streams of different priorities using a simple subcarrier partitioning scheme, i.e., Chow-

like and Fischer-like UEP bit-loading. They further allowed to devote an arbitrary number

of bits to these classes. We implemented these schemes assuming different transmission

media. First, we assumed a VDSL-like environment with stationary and non-stationary

noise. Our proposed robust-sorting scheme ensured that the high-priority class is still well

protected even under non-stationary noise conditions. This resulted in somewhat worse

performance under stationary conditions although the performance under non-stationary

conditions was encouraging for further investigations in different media and under different
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non-stationary noise. Second, we explored the performances of these techniques under

wireless Rayleigh fading channels using OFDM.

We also succeeded in implementing the same prioritized adaptation modifying the greedy

algorithm (by Hughes-Hartogs) and the semi-greedy (by Campello), based on our proposed

simple subcarriers partitioning. Thus, the computationally efficient Campello-like UEP

bit-loading can be thought of as a practical solution for wireless systems with limited

(quantized) channel feedback. This has become even more feasible after our proposed

non-integer relaxation.

• We implemented the same UEP adaptive modulation for MIMO-OFDM as a two-dimensio-

nal channel adaptation by allocating arbitrary numbers of bits with different priorities to

eigenchannels. We also allowed for arbitrary margin definitions according to the same

UEP profile considering 3-dB separations between classes as an example. The reduced

order beamforming enhanced the performance compared to full length beamforming in

case of channel state information errors and high antenna correlation. This was achieved

by suppressing of the weaker eigenchannels, which were more susceptible to inter-eigen

interference.

When robust subcarrier sorting was used for imperfect channel state information, the

weaker eigenchannels were also suppressed. The size of the eigen-beamforming automat-

ically shrinks as the high priority data is allocated to the weaker eigenchannels. This is

also capable of protecting the system against channel state information variations on the

weaker eigenchannels.

In order to mitigate the inter-eigen interference, we adopted V-BLAST to our design to act

as a successive interference cancellation controlling our adaptive (precoded) scheme. The

adaptive V-BLAST MIMO succeeded in outperforming the traditional precoded adaptive

MIMO systems. Moreover, it fulfilled the proposed UEP profile better preserving the

margin separations.

• As a follow-up investigation of imperfect channel state information, we considered using

the channel covariance feedback. This was achieved by allocating an arbitrary number of

bits with different noise margins to different eigenbeams over a number of subcarriers. In

this case, we observed that the margin separations were not strictly preserved as in perfect

channel state information. Nevertheless, the order of the classes was kept the same with

sufficient margin separations.

Furthermore, the robust bit-loading outperformed the intuitive method by exploiting its

implicit diversity-multiplexing trade-off. Consequently, it reduces the inter-eigen interfer-

ence, and approached an optimum performance in the case of a single eigenbeam channel.

This also outperformed the adaptive V-BLAST using covariance feedback, where the latter

did not succeed in preserving the 3 dB separations.

• Our multilevel modulation succeeded in eliminating the subcarrier partitioning by embed-

ding different layers within each other in a hierarchical fashion. This was very useful for
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realizing UEP by means of a greedy bit-loading algorithm. Thus, we modified the Hughes-

Hartogs algorithm to realize UEP adaptive multilevel modulation allowing for arbitrary

margin separations. Due to its capabilities of reducing the computational complexity, the

bit-loading algorithm by Campello was likewise modified to realize UEP. The results of

the MIMO-OFDM with a limited feedback showed that the 2-D beamforming outperforms

the full eigen-beamforming.

• Utilizing a simple subcarrier grouping, as with the proposed Fischer-like UEP bit-loading,

a two-users model with different QoS has been implemented using SISO-OFDMA. The

OFDMA transmission has been considered to maintain the user orthogonality. We were

able to realize a modern prioritized wireless multiuser systems with multiple QoSs, using

only adaptive modulation.

Furthermore, we modified the Chow-like UEP bit-loading for multiuser MIMO-OFDMA

to realize different users with different QoSs. We presented two different sorting schemes,

the eigen-product, which maximizes the sum rate by sorting the subcarrier based on the

product of their eigenvalues, and the rank-1 sorting, which sorts the subcarriers according

to the maximum eigenbeam. Both schemes succeeded in preserving the margin separation

strictly, i.e., in perfect channel state information conditions, where the eigen-product

outperformed the other method by 3 dB. However, considering a limited feedback regime

with self-interference due to channel state information errors, the eigen-product sorting

scheme started to have a wider separation. Moreover, an error floor started to appear at

high SNRs. In contrast to this, the rank-1 sorting preserved the margin more strictly in

such noisy channel state information without any noticeable error floor.

• We extended our multiuser transmission to consider the orthogonal block-diagonalized

space-division multiple access (SDMA) to eliminate multiuser interference. We succeeded

in preserving our given QoS constraint under perfect channel conditions using UEP adap-

tive multilevel modulation. For imperfect channel state information, the margin sepa-

rations became wider, where the overall performance deteriorated due to smearing the

other users’ noise as a results of using zero-forcing (ZF) or minimum mean-square error

(MMSE) receivers. The proposed adaptive scheme outperformed the vector broadcast

(non-adaptive) transmission scheme, i.e., assuming the same data-rates and channel con-

ditions.

• Finally, we succeeded in providing a double-prioritized adaptive UEP transmission using

a non-orthogonal SDMA transmission. Thus, a weighted MMSE, utilizing the MAC-BC

duality, succeeded to realize different QoSs. Additionaly, a UEP bit-loading, i.e., based on

the modified Chow-like algorithm, allowed for distinct margin separations for each user’s

different data classes. Our adaptive multiuser MIMO-OFDM SDMA outperformed the

non-adaptive case by almost 12 dB. That was due to utilizing the stronger subcarriers and

limiting the number of users on the weaker ones, i.e., with the high mean-square error.
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7.2 Future Work

This thesis has focused on realizing UEP in diagonalized and non-diagonalized transmission.

However, there are still more issues to be studied separately or as an extension to our work. In

the following, we sketch these topics that would be interesting to study in the future.

1. It is important to investigate more the non-orthogonal SDMA and combine it with a per-

user/per-stream adaptation using practical UEP profiles. Strictly speaking, the investi-

gation of SINR duality [31] may lead to better switching between multiplexing schemes

by studying the SINR switching thresholds according to the feasible SINR range and the

given QoS for either users or their data.

2. It is also important to study more the channel state information uncertainty and to

investigate the suitability of delivering a closed form expression to simplify the calculations

needed for realizing a robust transmission that utilizes the different QoS between users.

3. It is interesting to study the combination of different coding schemes, while preserving

the UEP profile. Especially, the co-design of adaptive modulation and LDPC codes

looks promising. It is known well that irregular LDPC codes have a better performance.

However, the irregularities do not need to come from the code itself, but can also partly

come from the channel, i.e., from different SNRs. Thus, with our UEP bit allocation

methods, we can easily modify the channel properties, which will in the end simplify the

LDPC design.

4. Our proposed schemes can be used for security applications, since one could design a UEP

profile that is reliably decodable within a certain environment, e.g., inside a room or a

building or even between separated robots and wireless sensors, however, there would be

almost nothing useful received outside these regions. With our UEP methods, we would

be able to generate many levels of security and reliable communication that suit many

modern networking applications.
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Appendix A

Binary Search

The iterative process to find the exact τj in the set M to fulfill the individual target rates Tj

by performing binary search as follows

Algorithm A.1 Binary search

Initialize: τj = N , starting index I = 0, and M = sort(Gk) , j = 0..Ng − 1

Input: number of sub carriers N

Output: τj and Mj

1: reset the class counter j to zero

2: repeat

3: repeat

4: find the number of bits in the set Mj = M(I : τj):
∑

k∈Mj
b̂j

k

5: if
∑

k∈M b̂j
k > Tj then

6: divide the set M to half and move the threshold τj to this index

7: else if
∑

k∈M b̂j
k < Tj then

8: divide the next Ng − 1 − j classes into half and move the threshold τj to this index

9: end if

10: until
∑

k∈M b̂j
k = Tj

11: Mj = [M(I), M(I + 1), ..., M(τj)]

12: update the starting index: I = τj + 1

13: the remaining subcarriers are divided equally, such that , τj+1 = τj +
N−τj

2

14: Increment j: j ⇐ j + 1

15: until j = Ng

Notes

The number of bits in the last class, i.e., MNg−1, is allowed to slightly vary (than TNg−1) such

that BT is fulfilled.
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Appendix B

Equivalent Sum Rate Calculations

.

Example 1: Assuming an odd number of classes (e.g., 3) with individual target rates Tj

(BT =
∑2

j=0 Tj) and 3 dB margin separations, i.e., linear ∆γ = 2 such that γj = 2γj+1.

Therefore, the approximated sum rate after omitting the one in the Shannon capacity formula

is given as

BT = T0 + T1 + T2

=
τ0−1∑

k=0

log2

Gk

γ0
+

τ1∑

k=τ0+1

log2

Gk

γ0/2
+

N−1∑

k=τ1+1

log2

Gk

γ0/4

=
N−1∑

k=0

log2

Gk

γ0
+

τ1∑

k=τ0+1

log2 2 +
N−1∑

k=τ1+1

log2 4

= BT0 + LM1 + 2 LM2 . (B.1)

Now, assuming that the subcarriers (on average) are equally divided over the given classes, i.e.,

LM0 = LM1 = ... = LMNg−1
, thus, LM1 + 2 LM2 ≈ N . Hence,

BT ≈ BT0 + N . (B.2)

Following the same approximation in Eqn. (B.1) and starting with γ1 (middle class), we find

that, BT ≈ BT1 . Similarly, when we start with γ2 we obtain BT ≈ BT2 − N .

For even number of classes, an extra interpolation, one hypothetical class between each two, is

need to convert it into odd. This make it similar to the previous computation.

Example 2: For 4 levels with 3 dB separation, one has to interpolate 3 extra levels, i.e., a

level between each two. The separation between the resultant level is only 1.5 dB, i.e., linear

∆γ =
√

2. Similar to the previous calculations, the equivalent rates of the four original classes

are BT0 ≈ BT − 3/2N , BT1 ≈ BT − 1/2N , BT2 ≈ BT + 1/2N , and BT3 ≈ BT + 3/2N .
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Appendix C

Hierarchical Modulation Power

Allocation

Figure C.1: Hierarchical (4/16-QAM) and non-hierarchical (16-QAM) square constellation

From the previous figure, we can easily calculate the average power of the 4-QAM, with a

minimum Euclidean distance of a, as follows:

Eav
QAM =

a2

2
, (C.1)

and the average power after allocating 2 more bits to the second level, i.e., with a minimum

Euclidean distance b using hierarchical-QAM (HQAM), by extending the previous formula as

Eav
HQAM =

1

4

(
2a2 + 4b2 + 4ab

)
=

a2

2
+ b2 + ab . (C.2)

Thus, the incremental power needed for allocating the extra 2 bits, i.e., to the second level, is

∆Eab
HQAM

=
a2

2
+ b2 + ab − a2

2
= ab + b2 . (C.3)

Let us assume a homogenous modulation, as depicted in Fig. C.1 (on the right hand side), with

a 4-QAM, i.e., the small dashed square in the middle. The average power is given by

Eav
QAM =

b2

2
. (C.4)
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However, the average power needed for adding another 2 more bits, i.e., with the same a minimum

Euclidean distance b, to change it into a 16-QAM, is given by

Eav
QAM =

b2

2
+ 2b2 . (C.5)

Thus, the incremental power needed for adding these 2 bits is given by

∆Eb
QAM

= 2b2 . (C.6)

Assuming that a > b (as we proposed in Chapter 4), therefore

ab + b2 > b2 + b2 , (C.7)

which means that

∆Eb
QAM

< ∆Eab
HQAM

, (C.8)

for the same number of bits per-symbol, i.e., 4 bits in both cases. This also means that the

incremental power of the homogenous modulation can be considered as a lower bound to the

incremental power in case of hierarchical modulation with quadratic constellations, i.e., when

both extensions preserve the same distance b.

For a single bit addition, starting from a quadratic constellation, the final constellation does not

have a square form anymore. Thus, in the following we show that the previous observation is

also valid for non-quadratic cases as well. Now, let us depict the 2/4-HQAM, where it looks like

a PAM with 45° phase shift.

Figure C.2: Hierarchical (4/16-QAM) and non-hierarchical (16-QAM) non-square constellation

For the special case depicted in Fig. C.2, the average power is identical to the previous quadratic

case, i.e., (C.1)-(C.7) apply to this case. Hereto, ∆Eb
QAM

< ∆Eab
HQAM

, which also means that the

incremental power for the homogenous constellation in order to address an extra bit with a

minimum distance b, e.g., achieving a 4-PAM-like in this case, is a lower bound to the increment

in power needed for an equivalent hierarchical constellation, e.g., the left hand-side constellation

in Fig. C.2.
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Figure C.3: Hierarchical (4/16-QAM) and non-hierarchical (16-QAM) non-square constellation

Similarly, we can extend the previous results to a third hierarchical class with a minimum

Euclidean distance c. In Fig. C.3, we depict (on the left hand-side) a 3-layer hierarchical

constellation with 3 different separations, i.e., a, b, and c. On the right hand-side of the same

figure, a 64-QAM using a minimum distance equal to c, is depicted. From (C.2) and (C.5)

we know the average power of the hierarchical modulation 4/16-QAM (two bits less than what

is depicted in Fig. C.3) and the 16-QAM homogenous modulation. Thus, for HQAM, the

incremental power needed, for allocating another 2 more, to the power calculated in (C.2) will

lead to an average power equal to

Eav · 16 = 2a2 + 4ac + 4c2

+
(
2a2 + 8ac + 14c2 + 4b2 + 14cb + 4ab

)
· 2

+ 2a2 + 12ac + 20c2 + 8b2 + 24cb + 8ab

= 8a2 + 32ac + 48c2 + 16b2 + 48cb + 16ab . (C.9)

Finally, the average energy is given by

Eav = a2/2 + ab + b2 + 48c2 + 32ac + 48cb , (C.10)

and the incremental power to add these two extra bits is found by subtracting (C.2) from (C.10)

∆Eabc
HQAM

= Eav − a2/2 + ab + b2 = 48c2 + 32ac + 48cb . (C.11)

Similarly, we can find the average power of the non-hierarchical modulation (Fig. C.3, right

hand-side) by substituting with a = b = c. Hence, we get

Eav = c2/2 + 2c2 + 48c2 + 32c2 + 48c2 , (C.12)

and the incremental power to extend the 16-QAM to 64-QAM is given by

∆Ec
QAM

= Eav − c2/2 + 2c2 = 48c2 + 32c2 + 48c2 . (C.13)

Assuming that a > b > c, the incremental power of the homogenous modulation can also be

considered as a lower bound to the incremental power in the equivalent hierarchical case, i.e,

with extension by c.
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Finally, the incremental power factor can be exactly computed using the ratios between the

hierarchical distances, e.g., for a 3 dB separations, a =
√

2 · b = 2 · c. In this case, for 3 levels

with a, a/
√

2, and a/2, we get

∆Ec
QAM

= a2/4(128) = 32a2 , (C.14)

and

∆Eabc
HQAM

= 48a2/4 + 32a2/2 + 48a2/(2
√

(2)) ≈ 45a2 . (C.15)

Therefore,

∆Eabc
HQAM

= 45/32∆Ec
QAM

. (C.16)

One can compute this relations for any hierarchical configuration, where the incremental power

of either 1 or 2 bits is related to the non-hierarchical one, i.e., using the equivalent distance of

this new bits, as follows

∆EHQAM
= β∆EQAM

, (C.17)

where β ≥ 1.
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Appendix D

Multiuser Water-filling Using the

MMSE Criterion

The pre-processing matrix F = U
F

Φ
F

(defined in Chapter 2) of the BD scheme ensures both

orthogonality and power optimization. The post-processing matrix Wu (for the dual uplink) is

assumed to be an MMSE spatial equalizer, such that

Wu = F∗
uH∗

u

[
σ2

nINR
+

Nu−1∑

i=0

FiHiF
∗
i H∗

i

]−1

= F∗
uH∗

uT−1 . (D.1)

Thus, the equalized received vector ru of the uth user is given by

x̂u = Wu

Nu−1∑

i=0

HiFixi + Wunu . (D.2)

where the vector x contains the symbols of all users and Wu is given by (D.1). To obtain the

optimal Fu and Wu, we use the joint transmit-receive optimization, proposed in Chapter 6.

Therefore, it is required to minimize the following sum-MSE on Ru = FF∗

minimize
Ru

Tr
(
E
[
||x̂u − xu||2

])

subject to Tr (Ru) = Tr (FuF∗
u) = Tr (F∗

uFu) = Pm . (D.3)

To solve (D.3) considering an MMSE receiver, we need to study the dual uplink channel as

stated in Chapter 2, where the error covariance matrix is given by

Ru
E = E ((x̂u − xu) (x̂u − xu)∗) = E (x̂ux̂∗

u) + E (xux∗
u) − E (x̂ux∗

u) − E (xux̂∗
u) (D.4)

= E

((
Wu

Nu−1∑

i=0

HiFixi + Wunu

)(
Nu−1∑

i=0

x∗
i F∗

i H∗
i W∗

u + n∗
uW∗

u

))
+ E (xux∗

u)

− E

((
Wu

Nu−1∑

i=0

HiFixi + Wunu

)
x∗

u

)
− E

(
xu

(
Nu−1∑

i=0

x∗
i F∗

i H∗
i W∗

u + n∗
uW∗

u

))
,



166

where there is no correlation between the noise and the input or the output data xu and x̂u, we

obtain

Ru
E = E


Wu

Nu−1∑

i=0

HiFixi

Nu∑

j=1

x∗
j F∗

jH∗
jW∗

u


+ WuE (nun∗

u) W∗
u + E (xux∗

u)

− E

(
Wu

Nu−1∑

i=0

HiFixix
∗
u

)
− E

(
xu

Nu−1∑

i=0

x∗
i F∗

i H∗
i W∗

u

)
. (D.5)

Assuming an identity input covariance matrix I and a noise covariance matrix σ2
nI, we get

Ru
E = Wu

Nu−1∑

i=0

HiFiE (xix
∗
i ) F∗

i H∗
i W∗

u + WuE (nun∗
u) W∗

u + E (xux∗
u)

− WuHuFuE (xi=ux∗
u) − E (xux∗

i=u) F∗
uH∗

uW∗
u . (D.6)

Finally, we get

Ru
E = Wu

Nu−1∑

i=0

HiFiF
∗
i H∗

i W∗
u + σ2

nWuW∗
u + I − WuHuFu − F∗

uH∗
uW∗

u , (D.7)

After substituting with W=F∗
uH∗

uT−1 (given by (D.1)) in (D.7), we find that

Ru
E = I + F∗

uH∗
uT−1

Nu−1∑

i=0

HiFiF
∗
i H∗

i T∗−1
HuFu + σ2

nF∗
uH∗

uT−1T∗−1
HuFu

− F∗
uH∗

uT−1HuFu − F∗
uH∗

uT∗−1
HuFu , (D.8)

The MSE is found by applying the trace operator to the error covariance matrix, i.e., Tr (Ru
E).

Therefore, the MSE is given by

EUL
u = Tr (Ru

E) = Tr

(
I + F∗

uH∗
uT−1

Nu−1∑

i=0

HiFiF
∗
i H∗

i T∗−1
HuFu + σ2

nF∗
uH∗

uT−1T∗−1
HuFu

)

− Tr
(
F∗

uH∗
uT−1T∗T∗−1

HuFu + F∗
uH∗

uT−1TT∗−1
HuFu

)

= Tr

(
I + F∗

uH∗
uT−1

([
Nu−1∑

i=0

HiFiF
∗
i H∗

i + σ2
nI

]
− T − T∗

)
T∗−1

HuFu

)

= Tr
(
I + F∗

uH∗
uT−1 (−T∗) T∗−1

HuFu

)

= Tr
(
I − F∗

uH∗
uT−1HuFu

)
. (D.9)

Finally, the user u MSE is given by

EUL
u = Tr


I − F∗

uH∗
u

[
σ2

nINR
+

Nu−1∑

i=0

FiHiF
∗
i H∗

i

]−1

HuFu


 , (D.10)

where the sum-MSE for the dual uplink channel is given by

EUL =
Nu−1∑

i=0

EUL
i

=
Nu−1∑

u=0

Tr


I − F∗

uH∗
u

[
σ2

nINR
+

Nu−1∑

i=0

FiHiF
∗
i H∗

i

]−1

HuFu


 . (D.11)
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Since the trace operator is invariant under cyclic permutations (as in Appendix G, Lemma G.1.4),

one can rewrite (D.11) as

MSEUL =
Nu−1∑

u=0

Mu −
Nu−1∑

u=0

Tr



[
σ2

nINR
+

Nu−1∑

i=0

FiHiF
∗
i H∗

i

]−1

HuFuF∗
uH∗

u




=
Nu−1∑

u=0

Mu −
Nu−1∑

u=0

Tr



[

Nu−1∑

u=0

HuRuH∗
u + σ2

nI

]−1

HuRuH∗
u


 , (D.12)

where Ru = FF∗. Knowing that the trace of a (square or Hermitian) matrix is equivalent to

the sum of the eigenvalues (Lemma G.1.10 and G.1.11), one can simplify (D.12) to be

MSEUL ≡
Nu−1∑

u=0

Mu −
NT −1∑

z=0

λ2
zρ2

z

λ2
zρ2

z + σ2
n

=
Nu−1∑

u=0

Mu −
NT −1∑

z=0

(
λ2

zρ2
z + σ2

n

)− σ2
n

λ2
zρ2

z + σ2
n

=
Nu−1∑

u=0

Mu −
NT −1∑

z=0

(
λ2

zρ2
z + σ2

n

)− σ2
n

λ2
zρ2

z + σ2
n

=
Nu−1∑

u=0

Mu − NT +
NT −1∑

z=0

σ2
n

λ2
zρ2

z + σ2
n

≡
Nu−1∑

u=0

Mu − NT + σ2
nTr



[

Nu−1∑

u=0

HuRuH∗
u + σ2

nI

]−1

 , (D.13)

where λ2
z and ρ2

z are the eigenvalues of HH∗ and R, respectively. In order to minimize the

sum-MSE in (D.13), it is sufficient to minimize the last term on the right-hand side. Therefore,

(D.3) can be simplified as

minimize Ru σ2
nTr



[

Nu−1∑

u=0

HuRuH∗
u + σ2

nI

]−1



subject to Tr (Ru) = Pm 0 ≤ u < Nu . (D.14)

D.1 Proof of the Gradient Expression and KKT Conditions

Next, the gradient for a weighted sum-MSE optimization is computed, where the MSE is given

as (D.9) and (D.12)

Nu−1∑

u=0

EUL
u = f (F1, ..., FNu) =

Nu−1∑

u=0

Tr
(
I − wuF∗

uH∗
uT−1HuFu

)
. (D.15)

The minimum MSE is computed by evaluating ∂f
∂F∗

u
and equating it to zero. Thus, as in [115]

[116], we define ∇F∗
u
f = ∂f

∂F∗
u

as the complex gradient operator. This gradient is a matrix with

the [n, m]th element defined as:

[∇Fuf ]n,m = ∇[Fu]n,m
f =

∂f

∂[F∗
u]n,m

,
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only if f is dependent on u, i.e., no more elements to differentiate. However, if fi dependent

on i, where i = 1..Nu, we need to differentiate element wise (as in (G.14) and (G.15)). From

the KKT conditions, a local optimum must be satisfied for all u: ∇F∗
u

(∑Nu−1
i=0 EUL

i

)
= 0 [115].

Accordingly, the gradient of Eu and Ei, i = 1..Nu with respect to the transmit filter F∗
u is

computed. Thus, (G.15) and the chain and product rules in Appendix G, we get

∇F∗
u
Eu =

∂Eu

∂F∗
u

= H∗
uT−1HuFu , (D.16)

where T is assumed to be independent of Fu to perform the product-rule. Afterward, we

compute ∂Ei
∂T

T
∂F∗

u
, i = 1..Nu using the chain-rule (similar to the proof in [115]) as follows

∇[F∗
u]nm

Ei(T(F∗
u)) =

∂Eu

∂T

T

∂F∗
u

= Tr

(
F∗

i H∗
i

(
−T−1 ∂T

∂[F∗
u]

T−1
)

HiFi

)

= −Tr
(
F∗

i H∗
i

(
−T−1HuFueme∗

nH∗
uT−1

)
HiFi

)

= −e∗
nH∗

uT−1HiFiF
∗
i H∗

i T−1HuFuem , (D.17)

where the cyclic rotation (Lemma G.1.4) has been used in the last step. Furthermore, ei is the

ith column of I (see Appendix G, (G.1.8)). Now, we obtain

− ∇F∗
u
Ei = −H∗

uT−1HiFiF
∗
i H∗

i T−1HuFu , (D.18)

and, finally, the total weighted sum-MSE is given as

∇F∗
u
f = wu∇F∗

u
Eu +

Nu−1∑

i=0

wi∇F∗
u
Ei

= wuH∗
uT−1HuFu −

Nu−1∑

i=0

wiH
∗
uT−1HiFiF

∗
i H∗

i T−1HuFu

= wuH∗
uT−1TT−1HuFu − H∗

uT−1

(
Nu−1∑

i=0

wiHiFiF
∗
i H∗

i

)
T−1HuFu , (D.19)

by taking H∗
uT−1 and T−1HuFu as common factors from both sides, we obtain

∂f

∂F∗
u

= −H∗
uT−1

(
wuT −

Nu−1∑

i=0

wiHiFiF
∗
i H∗

i

)
T−1HuFu , (D.20)

which is the same result as in [78, 79]. Let S =
∑Nu−1

i=0 wiHiFiF
∗
i H∗

i , we finally put ∂f
∂F∗

u
in the

following form

∂f

∂F∗
u

= −H∗
uT−1 (wuT − S) T−1HuFu . (D.21)

In case of equal weights or sum-MSE, i.e., w1 = w2 = ... = wNu , however, using the MMSE

derived in (D.14), we get the following

∂f

∂F∗
u

= −σ2
nH∗

uT−2HuFu (D.22)

where σ2
n is also the constant noise variance seen in (D.14), which appears here, since T−S = σ2

nI.
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Finally, the same proof (from (D.15) to (D.20)) can be conducted for the Lagrangian function,

i.e., assuming weighted sum-MSE, associated with the same minimization problem. Therefore,

given the Lagrangian function in Chapter 6, Section 6.4, as

Lf
µ = f (F1, ..., FNu) =

Nu−1∑

u=0

wuNRu−
Nu−1∑

u=0

wuTr
[
F∗

uH∗
uT−1HuFu

]
−µ

(
Nu−1∑

u=0

Tr (F∗
uFu) − Pm

)
,

(D.23)

we get the following result

∂Lf
µ

∂F∗
u

= µFu − H∗
uT−1 (wiT − S) T−1HuFu = 0 . (D.24)

D.2 Solving KKT Conditions for BD Downlink

Knowing that the users matrix is Hu, while H is the vertical concatenation of the users channel

matrices and F is the overall transmit filter at the BS, such that

H =
[
HT

1 HT
2 ...HT

Nu

]T

and

F = [F1F2...FNu ] .

Similar to (D.14), the following is the MSE optimization problem for the downlink channel

minimize Fu σ2
nTr

([
HFF∗H∗ + σ2

nI
]−1

)

subject to Tr (Ru) = Pm 0 ≤ u < Nu . (D.25)

One can write its Lagrangian optimization problem as

Lµ (µu, Fu) = σ2
nTr

([
HFF∗H∗ + σ2

nI
]−1

)
+ µu [Tr (Ru) − Pm]

≡
NT −1∑

z=0

σ2
n

λ2
zρ2

z + σ2
n

+ µu




NT −1∑

z=0

ρ2
z − Pm


 , (D.26)

where µu is the Lagrangian multiplier, which has to be selected to satisfy the power constraint

of all users Pm and ρ2
z are the eigenvalues of F∗F which will be used for power allocation using

a diagonal matrix PF = diag
(
ρ2

1, ρ2
2, ..., ρ2

Nu

)
. The following KKT conditions are necessary and

sufficient for optimality: Fu is optimal if and only if there is a µu that together with Fu satisfies

∇PLµ (µu, Fu) = 0 , (D.27)

also equivalent to [80]

∇PLµ (µu, Ru) = 0 , (D.28)

or can be simply written as

∇PLµ

(
µu, ρ2

u

)
= 0 , (D.29)

where

µu ≥ 0 ,
NT −1∑

z=0

ρ2
z − Pm ≤ 0 . (D.30)
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By differentiating (D.26) with respect to ρ2
z, i.e., power values, and equating it to zero we get

µu =
λ2

zσ2
n

(λ2
zρ2

z + σ2
n)2 , (D.31)

or √
1

µu

√
λ2

zσ2
n = λ2

zρ2
z + σ2

n . (D.32)

Finally, we find the power allocation to be (also similar to [117])

ρ2
u,s =

[
1√
µ

σn

λu,s
− σ2

n

λ2
u,s

]+

, (D.33)

where σ2
n is the noise variance, λ2

u,s is the channel eigenvalue, 1/
√

µ is the multiuser water-level,

and [x]+ ≥ 0, which can be relaxed if σn√
µu

λ−1
u,s ≥ σ2

nλ−2
u,s. Since we assume an identity input

covariance matrix, the power allocation in this process is unit-less and acts only as power factors,

which scale the overall power constraint.

D.3 Computation of the Lagrange Multiplier

We need to obtain
√

µu > 0 that satisfies the power constraint

Tr (P∗
uPu) = Pm . (D.34)

After relaxing the positivity condition in (D.33), one can rewrite it as

Nu−1∑

u=0

Mu∑

z=1

(
σn√
µu

(λu,z)−1 − σ2
n (λu,z)−2

)
= Pm . (D.35)

Thus,

σµ−1/2
u

Nu−1∑

u=0

Mu∑

z=1

(λu,z)−1 − σ2
Nu−1∑

u=0

Mu∑

z=1

(λu,z)−2 − Pm = 0 . (D.36)

Since we only use normalized power, we select Pm = 1. This makes our MU water-filling equation

results unit-less. Therefore, the Lagrangian multiplier is found using (D.36) to be

µ1/2
u =

σn
∑

j=1 (λj)−1

1 + σ2
n

∑
j=1 (λj)−2 . (D.37)
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Appendix E

MMSE Using Convex Optimization

Tools

As seen in Appendix D, to minimize the sum-MSE in (D.13), it is sufficient to minimize (D.3),

which can be stated in detail as

minimize Ru,Φ σ2
nTr (Φ)

subject to Φ �
(

Nu−1∑

u=0

HuRuH∗
u + σ2

nI

)−1

Tr (Ru) = Pm 0 ≤ u ≤ Nu

Ru � 0 . (positive semidefinit) (E.1)

Using the Schur complement defined in Appendix G, Proposition G.1.17, the first constraint

in (E.1), i.e., Φ �
(∑Nu−1

u=0 HuRuH∗
u + σ2

nI
)−1

, can be written as the following linear matrix

inequality

0 = C − I∗
(

Nu−1∑

u=0

HuRuH∗
u + σ2

nI

)−1

I . (E.2)

Hence, using (G.31), one can rewrite the previous linear matrix inequality as
[
Φ I

I
∑Nu−1

u=0 HuRuH∗
u + σ2

nI

]
� 0 . (E.3)

Finally, (E.1) can be written as

minimize Ru,Φ σ2
nTr (Φ)

subject to

[
Φ I

I
∑Nu−1

u=0 HuRuH∗
u + σ2

nI

]
� 0

Tr (Ru) = Pm 0 ≤ u ≤ Nu

Ru � 0 , (E.4)

which can be solved using a number of general purpose optimization tools. In the following

section, we are going to give a MATLAB example of the previous optimization problem using

YALMIP [113], which internally uses the SeDuMi [112] solver.
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E.1 YALMIP Solver

YALMIP is a very high-level MATLAB script language. Herewith, (E.4) is programmed straight-

forward as follows:

1. Initialize the number of antennas at the receiver to Nr=2, the number of antennas at the

transmitter to Nt=6, and the number of users to Nu=3.

2. Define the SDP class “spdvar” for the Hermitian pre-processing matrix Ru at the MSs of

the 3 users, i.e., R1, R2, and R3, such that

1 R1 = sdpvar(Nr,Nr, 'hermitian' , 'complex' );

2 R2 = sdpvar(Nr,Nr, 'hermitian' , 'complex' );

3 R3 = sdpvar(Nr,Nr, 'hermitian' , 'complex' );

4 Phi = sdpvar(Nt,Nt, 'hermitian' , 'complex' ); % constraint variables

3. the core optimization steps, where “F” collects the required constraints, “set” defines these

constraints, “solvesdp” minimize the objective Tr
(
σ2

nT−1
)
, and W= T−1

1 F = set((trace(R1)+trace(R2)+trace(R3)) ≤1); % power constraint

2 F = F + set([Phi eye(Nt); ... % linear matrix inequality constraint

3 eye(Nt) (H1 * R1* H1'+H2 * R2* H2'+ H3 * R3* H3'+ N)] ≥0);

4 F = F + set(R1 ≥ 0)+set(R2 ≥ 0)+set(R3 ≥ 0); % semidefinit constraint

5 solvesdp(F,trace((W * N))); % where N is the noise variance

4. extract the required double format of the pre-processing Hermitian matrices Rud from the

“spdvar” class Ru, where u = 1, 2, 3

1 R1d = (double(R1)); % retrieve the double format of the Ru sdpvar matrices

2 R2d = (double(R2)); % by converting into double using double(.)

3 R3d = (double(R3));
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Appendix F

Symbol-Error Ratio Calculations

As in [15], the symbol-error rate equation of
√

M -ary pulse amplitude modulation (PAM) is

Pe,
√

M =

(
1 − 1√

Mk

)
erfc

(√
3

2(Mk − 1)
pkGk

)
, (F.1)

where M = 2b̂k . pk and Gk are the kth subcarrier power value and the CGNR, respectively.

Then, for M -ary QAM

Pe,M = 1 −
(
1 − Pe,

√
M

)2
= 1 −

[
1 − 2 Pe,

√
M + P2

e,
√

M

]
= 2 Pe,

√
M − P2

e,
√

M
. (F.2)

Now, substitute (F.1) into (F.2) we get the QAM SER, which can be written as

Pe,M = 2

(
1 − 1√

Mk

)
erfc

(√
3/2

(Mk − 1)
pkGk

)
−
[(

1 − 1√
Mk

)
erfc

(√
3/2 pkGk

(M − 1)

)]2

, (F.3)

were pkGk is the SNR at the kth subcarrier. At high SNR, the squared term can be neglected.

Thus, we can consider an approximated version of (F.3), which is given by

Pe,M ≈ 2

(
1 − 1√

Mk

)
erfc

(√
3/2

(Mk − 1)
pkGk

)
, (F.4)

which is equivalent to twice the SER of the
√

M -ary PAM.

F.1 Relation between the Noise Margin and the SER

From the bit rate formula in (3.33), we obtain

pkGk = γ ·
(
2b̂k − 1

)
= γ · (Mk − 1) , (F.5)

where the noise margin is given as

γ =
pkGk

(Mk − 1)
, (F.6)

Finally, using (F.6), one can write (F.4) as a function of the noise margin γ as follows

Pe,M = 2

(
1 − 1√

Mk

)
erfc

(√
3γj

2

)
. (F.7)
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F.2 SER in Rayleigh Fading Channels

Equations (F.3) and (F.4) are valid for AWGN channels only. However, for a Rayleigh fading

channels, with the coefficient γ in a frequency non-selected slow fading, the instantaneous SNR

is given by

SNRb̂ = λ2pk/σ2
n , (F.8)

where λ has a Rayleigh probability distribution and λ2 is a chi-square distribution, which can

be considered as a fixed channel coefficient during the signal interval [15]. Thus, the error

probability is given by

Pe,b̂ =

∫ ∞

0
Pe(SNRb̂)p(SNRb̂)d(SNRb̂) , (F.9)

where p(SNRb̂) is the probability density function of SNRb̂ (also chi-square) using b̂ bits. It is

shown in [15] that the SER in this case is the integration over the whole SNR range, i.e., from

0 to ∞ using the distribution of the SNR, such that,

p(SNRb̂) =
1

SNRb̂

e−SNRb̂/SNRb̂ , (F.10)

where SNRb̂ is the average SNR.

F.3 Suitability of SINR and MMSE for SER Calculation

As in [70], the SER can also be written as a function of the SINR or MMSE, such that

P i
e = f (SINRi) = f(

1

MMSE i
− ν) , (F.11)

where ν = 1 for MMSE and ν = 0 for ZF equalizer. However, P i
e(MMSEi) is valid if, and only if,

(F.11) is a convex increasing (in MMSE) function and f(SINRi) is a convex decreasing function

(in SINR).

SER using SINR: To prove that the SER is decreasing and convex in SINR, it suffices to

show that the first and the second derivative of erfc
√

2βx are negative and positive, respectively.

Thus, as in [70], we get

d

dx
erfc

(√
2βx

)
= −

√
β

8π
e−βx/2x−1/2 < 0 0 < x < ∞

d2

dx2
erfc

(√
2βx

)
=

1

2

√
β

8π
e−βx/2x−1/2

(
1

x
+ β

)
> 0 0 < x < ∞ . (F.12)

SER using MMSE Knowing from [15] the relation between SINR and MMSE to be

SINRi =
1

MMSEi
− ν , (F.13)
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the SER as a function of the MMSE is given by

P i
e(MMSEi) = erfc

(√
2β (x−1 − ν)

)
. (F.14)

Finally, to show the convexity and the increasing characteristic of P i
e(MMSEi), we show that

the first and the second derivative are both positive. Similar to [70], we get

d

dx
erfc

(√
2β(x−1 − ν)

)
= −

√
β

8π

e−β(x−1−ν)/2

(x3 − νx4)−1/2
≥ 0 0 < x < 1

d2

dx2
erfc

(√
2β(x−1 − ν)

)
= −

√
β

8π

e−β(x−1−ν)/2

(x3 − νx4)−1/2

(
β

x2
− 3 − ν4x

x − νx2

)
≥ 0

0 < x < ∞ . (F.15)

b Note: ν is set to “1” for MMSE and “0” for ZF receivers [15].

F.4 SER for MIMO using ZF and MMSE

Knowing that the Wiener filter is given by (see Appendix D)

W = (HFF∗H∗ + νI)−1 HF

= HF (νI + F∗H∗HF)−1 , (F.16)

where µ = 0 for ZF and µ = 1 for MMSE. As in Appendix D, the MSE is given by

E = I − F∗H∗ (HFF∗H∗ + νI)−1 HF

= (νI + F∗H∗HF)−1 , (F.17)

where the second expression follows from the matrix inversion Lemma G.1.12 [70]. According to

Section F.4, it is clear that maximizing the SINR (or minimizing the MSE) minimizes the SER

as well. The SINR (per-stream i or vector i) is given by (using (D.25))

SINRi =
| w∗

i Hfi |2
w∗

i Rn,iwi
, (F.18)

where Rn is the interference plus the noise covariance matrix. One can be conducted from

(D.25) to have the Gaussian noise plus the color noise superposition at high CGNR, i.e., very

low σ2
n with high channel gain and interference dominant, as follows

ñi =
(
F∗H∗HF + σ2

nI
)−1

F∗H∗n

≈ (F∗H∗HF)−1 F∗H∗n

=
(
V̂∗

(
Ĥ + Ξ

)∗ (
Ĥ + Ξ

)
V̂
)−1

V̂∗
(
Ĥ + Ξ

)∗
n , (F.19)
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for a full and invertible matrix
(
Ĥ + Ξ

)
V̂, the previous is a pseudo-inverse, which results in

(assuming square matrices and using Lemma G.1.14)

ñc ≡
(
Ĥ + Ξ

)
V̂
((

Ĥ + Ξ
)

V̂V̂∗
(
Ĥ + Ξ

)∗)−1
n

=
(
V̂∗

(
V̂D̂Û∗ + Ξ∗

))−1
n

=
(
D̂Û∗ + V̂∗Ξ∗ÛÛ∗

)−1
n

=
(
D̂ − Ξ̃

)−1
Ûn , (F.20)

where ñ = Ûn and Ξ̃ = −V̂∗Ξ∗Û, which have the same distribution as n and Ξ, respectively.

Now, using inversion Lemma G.1.14 and matrix Taylor expansion in Proposition G.1.13, we can

rewrite (F.20) as

ñc =
(
I − Ξ̃D̂−1

)−1
D̂−1ñ = D̂−1

(
I − D̂−1Ξ̃

)−1
ñ

= D̂−1
(

I + D̂−1Ξ̃ +
(
D̂−1Ξ̃

)2
+
(
D̂−1Ξ̃

)3
+ · · ·

)
ñ . (F.21)

This represents mainly a noise (ñ) plus a main crosstalk (D̂−1Ξ̃) plus smaller ones
(
D̂−1Ξ̃

)n
.

Knowing that the variance of the error matrix Ξ is relatively small, one can approximate the

previous equation by neglecting the squared terms. Finally, (F.20) as

ñc ≈ D̂−1
(
I + D̂−1Ξ̃

)
ñ

= D̂−1
(
ñ + D̂−1Ξ̃ñ

)
, (F.22)

where D̂−1 is a diagonal matrix (which has, without loss of generality, an identity covariance

matrix) that represents a scaling of the noise by the channel gains. Thus, ñ is also denoted as

noise-to-channel gains. Now, let us find the noise covariance matrix, i.e., covariance matrix of

D̂ñc

E

(
D̂ñcñ

∗
cD̂
)

= E

((
ñ + D̂−1Ξ̃ñ

) (
ñ + D̂−1Ξ̃ñ

)∗)

= E (ññ∗) + E (ññ∗)E
(
Ξ̃Ξ̃∗

)

= σ2
nI + σ2

nσ2
ΞI = σ2

n

(
σ2

ΞI + I
)

, (F.23)

after assuming that D̂ = I. Another method to find the noise covariance matrix is similar to

the one in [70]. Thus, knowing the noise covariance matrix
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Rn,i = σ2
nE



∑

j,i

f∗
j H∗Hfj


+ σ2

nI

= σ2
nE



∑

j,i

f∗
j

(
Ĥ∗ + Ξ∗

) (
Ĥ + Ξ

)
fj


+ σ2

nI

= σ2
nE



∑

j,i

(
f∗
j Ĥ∗ + f∗

j Ξ∗
) (

Ĥfj + Ξfj

)

+ σ2

nI

= σ2
nE



∑

j,i

(
f∗
j Ĥ∗Ĥfj + f∗

j Ξ∗Ξfj + f∗
j Ξ∗Ĥfj + f∗

j Ĥ∗Ξfj

)

+ σ2

nI

= σ2
nE



∑

j,i

(
0 + f∗

j Ξ∗Ξfj + f∗
j Ξ∗Ĥfj + f∗

j Ĥ∗Ξfj

)

+ σ2

nI

= σ2
n

∑

j,i

(0) +
∑

j,i

f∗
j E (Ξ∗Ξ)︸       ︷︷       ︸

σ2
Ξ

fj +
∑

j,i

E

(
f∗
j Ξ∗Ĥfj

)
+
∑

j,i

E

(
f∗
j Ĥ∗Ξfj

)
+ σ2

nI

= σ2
nσ2

ΞI + σ2
nI = σ2

n

(
σ2

ΞI + I
)

, (F.24)

where σ2
nI is the white noise covariance matrix and

∑
j,i f∗

j H∗Hfj is the off-diagonal inter-

stream(eigen) interference. Thus, the SINR can be rewritten as

SINRi =
w∗

i f∗
i H∗Hfiwi

w∗
i Rn,iwi

, (F.25)

which can be maximized using the generalized matrix pair (f∗
i H∗Hfi, Rn) [31]. Consequently,

the MSE in (F.26) is given by

E =
(
νI + F∗H∗R−1

n HF
)−1

. (F.26)

Since the interference and the noise are coming from white Gaussian sources, and the power

matrix F is assumed to be scaled to the SNR, we can conduct the following interference-plus-

noise covariance matrix (from the channel uncertainty in Chapter 2 assuming the input to have

an input covariance matrix equals to I)

Rn = I + σ2
ΞI = I + QΞ , (F.27)

where QΞ is a general interference covariance matrix. Hence, the MSE (for white Gaussian noise

and interference) is given by

E =
(
νI + 1/σ2

nF∗H∗ (I + QΞ)−1 HF
)−1

. (F.28)

This result is valid also when the channel is feedback to the transmitter using a noisy channel,

which delivers a white Gaussian noise of a variance σ2
Ξ. This is also valid if the channel variance

is scaled by (1 + σ2
Ξ).

In the previous cases, the MSE is given as in (F.28) or (F.26), where the SINR for the zero

forcing on stream i is given for ZF as

SINRi =
1

MSE i
− 1 =

(f∗
i H∗Hfi)

σ2
n

(
1 + σ2

Ξ

) − 1 , (F.29)
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or

1 + SINRi =
(f∗

i H∗Hfi)

σ2
n

(
1 + σ2

Ξ

) , (F.30)

which can be used directly in the capacity formula, if the channel error is assumed to be Gaussian.

For diagonal systems, i.e., perfect CSI with σ2
Ξ = 0, the SINR is given by

1 + SINRi =
1

(σ2
nw∗

i wi)
. (F.31)

For MMSE receivers, i.e., ν = 1, we get the following

1 + SINRi =
1

MSE i
=

(
1 +

f∗
i H∗Hfi

σ2
n

(
1 + σ2

Ξ

)
)

. (F.32)

The authors in [24] proved a similar results when the feedback is perfect and the CSI is estimated

with error of the same variance σ2
Ξ, such that

E =

(
νI + F∗H∗

(
σ2

nI + QΞE (xx∗)
)−1

HF

)−1

, (F.33)

where E (xx∗) is the input x covariance matrix. The main different between (F.28) and (F.33)

is the error floor seen at very low noise, i.e., very high CGNR.
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Appendix G

Linear Algebra Notes

G.1 Some Useful Notes on Linear Algebra

Most of the following lemmas and propositions are taken from [118] and [119].

Proposition G.1.1 (Singular Value Decomposition (SVD))

For any general complex matrix A ∈ Cm×n, can decompose it as

A = UDV∗ , (G.1)

where U ∈ Cm×m and V ∈ Cn×n are unitary square matrices, such that U∗U = Im and

V∗V = In. D ∈ Rm×n is a non-negative main diagonal matrix; the rank of D is the same as the

rank of the original matrix A.

Proposition G.1.2 (Eigenvalue Decomposition (EVD))

Any general square positive definite or at least Hermitian matrix, A∗A ∈ Cn×n, can be decom-

pose as

A∗A = VDV∗ , (G.2)

where V ∈ Cn×n is a unitary square matrix containing the eigenvectors of A∗A along its columns.

D ∈ Rn×n is a square non-negative main diagonal matrix; the rank of D is the same as the rank

of the original matrix A. This diagonal matrix contains the eigenvalues on its main diagonal.

Proposition G.1.3 (Trace of matrices)

The trace of a square matrix A ∈ Cn×n, i.e., complex matrix, is given by

Tr (A) =
n∑

i=1

ai,i , (G.3)

which in general can be complex as well.

Lemma G.1.4 (Matrix trace properties - cyclic rotation)

Tr (ABC) = Tr (CAB) = Tr (BCA) , (G.4)

but

Tr (ABC) , Tr (ACB) . (G.5)
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Lemma G.1.5 (Trace properties with invertible matrices)

If A ∈ Cn×n and B ∈ Cn×n is invertible, the following applies

Tr (A) = Tr
(
AB−1B

)
= Tr

(
BAB−1

)
. (G.6)

Lemma G.1.6 (Trace properties for Hermitian matrices)

The trace is a linear operator, such that

Tr (AB) = Tr (B∗A∗) . (G.7)

Lemma G.1.7 (Linearity of matrix trace)

The trace is a linear operator as it holds

Tr (A + B) = Tr (A) + Tr (B) , (G.8)

Tr (cA) = cTr (A) . (G.9)

Proposition G.1.8 (Derivative of matrix traces – element-wise)

∂X

∂xij
= eie

T
j , (G.10)

where ei is the ith column of I. Note that eie
T
j is a matrix containing a 1 in position i, j and

zeros elsewhere.

Proposition G.1.9 (Derivative of matrix traces)

The trace is a linear operator, hence, its derivative is given by

∂Tr (A) = Tr (∂A) . (G.11)

Similarly, due to linearity, the following properties hold

∂ Tr(AXB)

∂ X
=

∂ Tr(B∗X∗A∗)

∂ X
= A∗B∗ , (G.12)

and
∂ Tr(AXBX∗C)

∂ X
= BX∗CA + B∗X∗A∗C∗ . (G.13)

Now, let us assume B and C to be Hermitian symmetric, then

∂
(
Tr
(
AX−1B

))

∂ X
= −(X−1BAX−1)T . (G.14)

Proof

∂
(
Tr
(
AX−1B

))

∂xi,j
= − Tr(AX−1eie

T
j X−1B)

= − Tr(eT
j X−1BAX−1ei) = −eT

j X−1BAX−1ei

= −
(
X−1BAX−1

)

j,i
= −(X−1BAX−1)T

i,j .

Q.E.D. (G.15)
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∂ Tr
[
(X∗CX)−1A

]

∂ X
= −CX(X∗CX)−1(A + A∗)(X∗CX)−1 . (G.16)

Now, using chain and product rule

∂ Tr
[
(A + X∗CX)−1X∗BX

]

∂ X
= −2CX((A + X∗CX)−1)X∗BX(A + X∗CX)−1

+ 2(BX(A + X∗CX)−1) . (G.17)

Lemma G.1.10 (Matrix properties - relation to its eigenvalues )

Given a square (complex or real) matrix An×n with the eigenvalues λ1, λ2, ..., λn, the following

is always true

Tr (A) =
n∑

i=1

λi , (G.18)

Tr (Ac) =
n∑

i=1

λc
i , (G.19)

det (A) =
n∏

i=1

λi . (G.20)

Lemma G.1.11 (Trace of Hermitian matrices)

The trace of a Hermitian matrix A∗A is the summation of its eigenvalues; the proof (using

Lemma G.1.5) is given as follows

Tr (A∗A) = Tr (VDV∗) = Tr
(
VDV−1

)
= Tr (D) . (G.21)

Lemma G.1.12 (Matrix inversion lemma)

As in [70], suppose A and B are square invertible matrices and X is a general matrix. Therefore,

(A + XBX∗)−1 = A−1 − A−1X
[
B−1 + X∗A−1X

]
. (G.22)

Proposition G.1.13 (Matrix Taylor expansion)

If AB is a square general matrices and A and I + AB are invertible, we have

(
I − A−1B

)−1
= I +

(
A−1B

)
+
(
A−1B

)2
+
(
A−1B

)3
+ · · · . (G.23)

Lemma G.1.14 (Matrix inversion with identities – 1)

If A and B are square and invertible and I + AB is invertible, we have

(I + AB∗)−1 A = A (I + BA∗)−1 . (G.24)

Lemma G.1.15 (Matrix Inversion with identities – 2)

If A has a rank of 1 and the trace exist and B is invertible with a non-zero trace, we get

(A + B∗)−1 = B−1 − 1

1 + Tr(A)
B−1AB−1 . (G.25)

For the special cases when B = I

(A + B∗)−1 = I − 1

1 + Tr(A)
A . (G.26)
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Lemma G.1.16 (Matrix inversion with identities – 3)

If A and I + BA are invertible, we get

(I + BA∗)−1 = (I + BA∗)−1 (I) . (G.27)

Without loss of generality, let us assume I = I + BA − BA. Therefore,

(I + BA∗)−1 = (I + BA∗)−1 (I + BA − BA)

= (I + BA∗)−1 (I + BA) − (I + BA∗)−1 (BA)

= I − (I + BA∗)−1 (BA) . (G.28)

Proposition G.1.17 (Schur complement)

According to [70], we consider a partitioned M as

M =

[
A B

B∗ C

]
. (G.29)

If A is invertible, the Schur complement is defined as

S � C − B∗A−1B . (G.30)

Thus, if A ≻ 0 and S � 0, then M � 0. In this case, M � 0 is equivalent (via permutations) to

[
C B∗

B A

]
� 0 . (G.31)
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Appendix H

List of Mathematical Symbols

A general (non-diagonal) matrix

AT matrix transpose

A∗ matrix conjugate-transpose or Hermitian

A† Moore-Penrose generalized inverse (pseudo-inverse)

A(:, i) ith column of A

A(i, :) ith row of A

Tr(A) trace or the diagonal summation of A

det(A) matrix determinant of A

α2 channel coefficient square with chi-square distribution

γj noise margin of the jth class

γu noise margin of the uth user

G CGNR

I starting index

C channel capacity

C complex domain

⊂ subset of

bj
k kth bit load for the jth class

dH Hamming distance

d0, d1 inter-symbol distances in hierarchical constellation

∆ diagonal channel matrix for covariance feedback

∆j noise-margin separation

∇x Nabla operator

∈ element of

Eb/N0 signal-to-noise ratio w.r.t. bit energy

Es/N0 signal-to-noise ratio w.r.t. symbol energy

ε erasure probability

F precoding matrix

V beamforming precoding (unitary) matrix

U post-processing or unitary matrix

P power loading matrix

Q covariance matrix

D diagonal matrix of eigenchannels diag[λ(1) . . . λ(R)]

H general channel matrix
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Ĥ Gaussian channel matrix with error

Ψ overall channel matrix

Hw white Gaussian channel matrix

H̃ uncorrelated Gaussian channel matrix

hk kth subcarrier channel coefficient

U left-hand side singular matrix

V right-hand side singular matrix

I(Y ; X) mutual information between random variables Y and X

Nu number of users

NT number of transmit antennas

NR number of receive antennas

N i
r number of receive antennas for the ith user

Lp number of channel paths

L diversity order (NR − NT − 1)

Lµ Lagrangian function with a Lagrangian multiplier µ

i general index

l general index

k subcarrier index

j class index

u user index

λ2 eigenvalue

λ singular value

E(x) expectation of x

λs eigenbeam of the s spatial index

Λ gap approximation value

M sorted subcarrier indices

Mj sorted subcarrier indices of the jth class

M modulation modulation order or 2b

Mu number of user u streams

N number of of subcarriers

N normal-Gaussian distribution

N (m, σ2) Gaussian random variable with mean m and variance σ2

bk number of bits of the kth subcarrier

bk quantized number of bits of the kth subcarrier

P normalized symbol gain matrix

Ψ aggregated channel matrix

Ps power allocated to the sth eigen-channel

pk power allocated to the kth subcarrier

Pe
j average probability of error for class j

BT target sum rate

B bit-loading matrix

Tj individual target bit rate for the jth class

Tu individual target bit rate for the uth user

τd delay spread

τj subcarrier hypothetical threshold for the class j

R maximum allowed eigenbeams

Re covariance matrix of e

n the rank of the channel matrix H
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ρs SINR at the equalizer output for the eigenbeam s

σ2
n noise variance

σ2
Ξ

channel error variance

Ξ channel error matrix

Z ring of integers

Z1×N one-dimensional vector of integer of length 1 × N

ZR×N two-dimensional integer matrix of length R × N

ZR×N×L three-dimensional integer matrix of length R × N × L

RR×N two-dimensional real-field of length R × N

CR×N two-dimensional complex-field domain of length R × N
∂F (x)

∂x
differentiation of F (x) with respect to x∫∞

0
xdx integral of x from zero to infinity∑b

a summation over a period

� positive semidefinit

≻ positive definit

⊸ map a vector or a matrix into another vector

� reverse map of a vector back to its original form

||x|| vector norm, also Frobenius norm

||A||2 Matrix second norm and also Frobenius norm

⌊x⌋ round to the next smaller integer

⌊x + 1/2⌋ round to the nearest integer

⌈x⌉ round to the next higher integer

θ random phase

x transmitted vector

y received vector

z equalized vector

X transmitted vector in frequency domain

Y received vector in frequency domain

W equalizer matrix

w error weighting values

Eu MSE of user u
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Appendix I

List of Acronyms

ARQ automatic repeat request

AoA angle-of-arrival

AWGN additive white Gaussian noise

BER bit-error rate

BC broadcast channel

BD block diagonalization

BLAST Bell labs LAyered Space-Time architecture

BPSK binary phase shift keying

BS base station

CGNR channel gain-to-noise ratio

CSI channel-state information

CSIT channel-state information at the transmitter

CSIR channel-state information at the receiver

CP cyclic prefix

CD channel distortion

CDMA code-division multiple access

CVX convex programing

DAB digital audio broadcast

DBC degraded-broadcast channel

D-BLAST diagonal BLAST

DMT discrete multi-tone

DPC dirty-paper code

DVB digital video broadcast

FDD frequency division duplexing

FDMA frequency-division medium access

FEXT far-end crosstalk

IC interference cancellation

IEI inter-eigen interference

ISI inter-symbol interference

IUI inter-user interference

LP linear programming

MAC multiple-access channel

MATLAB high-level programing language
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MIMO multiple-input, multiple-output

MISO multiple-input, single-output

ML maximum likelihood

MS mobile station

MSD multistage decoding

MU multiuser

MUI multiuser interference

NEXT near-end crosstalk

Octave high-level programing language

OFDM orthogonal frequency division multiplexing

OFDMA orthogonal frequency division multiple access

PAM pulse amplitude modulation

PSK phase shift keying

QAM quadrature amplitude modulation

QPSK quaternary phase shift keying

Rx receiver

RD rate-distortion

SDMA spatial-division medium access

SDP semidefinite programming

SER symbol error-ratio

SeDuMi interior-point tool

SIC successive interference cancellation

SIMO single-input, multiple-output

SISO single-input, single-output

SINR signal to interference-plus-noise ratio

SNR signal-to-noise ratio

TDD time division duplexing

TDMA time-division medium access

Tx transmitter

UEP unequal error protection

UTP unshielded twisted pair

EEP equal error protection

QoS quality-of-service

V-BLAST vertical BLAST

YALMIP yet another LMI parser language programming

ZMCSCG zero-mean circularly symmetric complex Gaussian

erfc complementary error-function
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