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Abstract

The major contribution of this work is a novel powerline communication
system for underwater acoustical sensor networks. Sonar is the best example
of such a network, which has a linear bus topology. There is a number of
challenges for a transmission system in this particular application. A high
data volume, generated by numerous acoustical sensors, the requirements of
high synchronization accuracy and low power consumption, changing channel
conditions and a high level of inter-symbol interference, caused by the multi-
path nature of a linear bus, are among the problems solved by the suggested
multi-carrier transmission system.

Information about the underwater environment is generated by the acous-
tical sensors. The analysis of the available data sets has shown a pronounced
redundancy of this kind of data. Different source coding schemes are pro-
posed to reduce the amount of data to be transmitted. The first step in these
methods is the removal of the sample-to-sample correlation. This is done
by applying (multidimensional) linear prediction, resulting in un-correlated
residuals. Different universal source codes for compression of residuals were
studied. The subexponential code was found to be best suited, outperforming
the currently used methods.

The underwater environment requires special underwater cabling, which
was not well studied before. Using a network analyzer, different cables and
cable structures were measured, thus providing real-world characterization of
the transmission channel under normal conditions and under high pressure.
A cable model was used to simulate the electrical characteristics of standard
Cat5e and proprietary underwater cables. Special care was taken in finding
the correct model parameters, using a multivariate robust fitting method.
The cable structures are consequently modeled applying two-port network
theory rules. It was shown that high pressure results in higher attenuation
and crosstalk.

Designed as a DC powerline communication system, the exemplary un-
derwater sensor network of a sonar array uses a linear bus topology of the
power distribution network for data transmission. An application of time-
domain equalization (TEQ) is discussed in this context. Simulations show
the advantages of a TEQ-enabled system, both using rate-maximizing or a
classical shortening TEQ, in different bus configurations. As a result, the
complexity of the corresponding modem implementations could be greatly
reduced by using a shorter DFT, while still keeping the high data rate.

Finally, the major system design decisions in the development of a broad-
band powerline communication sensor network are discussed, with DC power
supplies, sensors, and connecting cables located in a harsh environment.
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Using an underwater sonar network as an example, the physical layer pa-
rameters, system design, and prototype of the new transmission system are
introduced.

II



Acknowledgments

This work is the result of my industrially focused research project, which
was carried out in a collaboration between ATLAS ELEKTRONIK GmbH
and the transmission systems group at Jacobs University Bremen.

As such, this work would have been absolutely impossible without the
exceptional support of my supervisors Dr.-Ing. Frank Brand and Prof. Dr.-
Ing. Werner Henkel. I would like to express my sincere gratitude for their
continuous support of my Ph.D. studies and related research, for the patience,
motivation, and immense knowledge.

Furthermore, I would like to thank Prof. Dr.-Ing. Lutz Lampe and Dr. rer.
nat. habil. Mathias Bode for accepting to join the dissertation committee and
their insightful comments and encouragement.

I thank all my fellows and colleagues, both at the transmission systems
group and at the company, for valuable discussions and motivation. This
would not be such a great time without you.

Finally, I would like to thank my family: my parents, my brothers, and
especially my wife, for the enormous patience and incredible support.

III





Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Existing Communication Systems . . . . . . . . . . . . . . . . 2
1.3 Multi-Carrier Twisted Pair Bus . . . . . . . . . . . . . . . . . 3
1.4 Document Overview . . . . . . . . . . . . . . . . . . . . . . . 4

2 Source Coding for Sonar Data 7
2.1 Passive Sonar Array . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Linear Predictive Coding . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Linear Prediction . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Multichannel Linear Prediction . . . . . . . . . . . . . 12

2.3 Source Codes for Memoryless Sources . . . . . . . . . . . . . . 14
2.3.1 Entropy and Redundancy . . . . . . . . . . . . . . . . 14
2.3.2 Variable-Length Universal Codes . . . . . . . . . . . . 14

2.4 Optimized Source Coding for Sonar Data . . . . . . . . . . . . 22
2.4.1 Sonar Data Properties . . . . . . . . . . . . . . . . . . 22
2.4.2 Linear Prediction of Acoustic Signals . . . . . . . . . . 25
2.4.3 Optimal Code for Residual Compression . . . . . . . . 30

3 The Twisted Pair Bus Channel 37
3.1 Transmission Line Theory . . . . . . . . . . . . . . . . . . . . 37
3.2 Cable Parameter Modeling . . . . . . . . . . . . . . . . . . . . 38
3.3 Transfer Function of Linear Bus

Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Cable and Bus Structure Measurements . . . . . . . . . . . . . 42

3.4.1 One-Port Cable Measurements . . . . . . . . . . . . . . 42
3.4.2 Two-Port Linear Bus Structure Measurements . . . . . 52
3.4.3 Crosstalk Measurements . . . . . . . . . . . . . . . . . 57
3.4.4 Noise and its Modeling . . . . . . . . . . . . . . . . . . 60

3.5 Channel Capacity of a Twisted Pair
Linear Bus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

V



CONTENTS

4 Multi-Carrier Modulation 67
4.1 Multi-Carrier Channel Partitioning . . . . . . . . . . . . . . . 67

4.1.1 DFT-Based Partitioning for OFDM/DMT . . . . . . . 68
4.2 Bit-Loading in DMT Systems . . . . . . . . . . . . . . . . . . 69
4.3 PAR Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Channel and Noise Estimation . . . . . . . . . . . . . . . . . . 72
4.5 Synchronization in Multi-Carrier Systems . . . . . . . . . . . . 73

5 Time-Domain Equalization 75
5.1 Channel Impulse Response Shortening . . . . . . . . . . . . . 76
5.2 Capacity-optimizing TEQ . . . . . . . . . . . . . . . . . . . . 77
5.3 Application of TEQ in a DC-PLC System . . . . . . . . . . . 79

5.3.1 Bus Termination Influence . . . . . . . . . . . . . . . . 81
5.3.2 Bus Configurations . . . . . . . . . . . . . . . . . . . . 85

6 MC-TP Bus Architecture 89
6.1 Physical Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.1.1 Transmission Medium . . . . . . . . . . . . . . . . . . 90
6.1.2 Modulation . . . . . . . . . . . . . . . . . . . . . . . . 90
6.1.3 Synchronization . . . . . . . . . . . . . . . . . . . . . . 91

6.2 Prototype Realization . . . . . . . . . . . . . . . . . . . . . . 91
6.2.1 Analog Front-End (AFE) . . . . . . . . . . . . . . . . . 91
6.2.2 Digital Back-End . . . . . . . . . . . . . . . . . . . . . 94

7 Conclusion 95

Glossary 111

Acronyms 113

VI



Chapter 1

Introduction

1.1 Motivation

The tasks of navigation and the detection of obstacles seem to be not
always trivial for a surface vehicle, which can use sources of information in
different frequency regions: global navigation satellite systems (e.g. GPS,
Galileo, GLONASS), high-frequency radars, eyes and ears of a driver, opti-
cal cameras and microphones of a robot. Considering underwater vehicles
or ships these tasks become even more complicated: due to an exceptionally
high attenuation of signals at higher frequencies, only acoustical signals can
provide a reliable source of information about the underwater environment
starting at distances of 10-20 m, depending on the water quality. A sonar,
which consists of a number of spatially distributed acoustic sensors and oper-
ates in a frequency range of a few Hz to hundreds of kHz, is usually the only
device capable of sensing the far-field environment under water. The trans-
mission of digitalized acoustic data from outboard sensors to the inboard
signal processing units is a serious challenge, as the number of acoustic sen-
sors, the distances between them, and their sampling rate and bit resolution
increases. A typical future sonar system consists of hundreds of single sen-
sors producing a data flow of around 10 Mbit/s per node, or 1-2 Gbit/s per
system. Such sonar systems do not only mean high data rate and high syn-
chronization requirements (less than 1 µs) for a data transmission system,
but also some mechanical restrictions because of the high pressure conditions
under water.

The appropriate data transmission system is forced to be wire-line based.
Due to the high attenuation of radio or optical waves under water, a wireless
system would be very inefficient [1], especially considering the typical sensor-
array lengths of 100 to 500 meters. Furthermore, such a system would have
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CHAPTER 1. INTRODUCTION

to deal with a high diversity of channel conditions, because of extremely
different water quality (temperature, salinity, turbidity) all over the world.
Because of mechanical restrictions, the number of switching nodes (active
components) should be kept as small as possible, ideally not using such com-
ponents outboards at all. It is in fact possible, keeping in mind that the
power distribution network, being a linear bus topology, already provides a
communication path.

1.2 Existing Communication Systems

On the one hand, there are plenty of wire-line transmission systems avail-
able on the market, including classical IEEE 802.3 Ethernet [2] and Ethernet-
based industrial field bus systems (EtherCAT, ProfiNET to name a few, see
[3] for more details), more exotic and application specific ones like SpaceWire
[4], or a family of end-user Internet access systems, like Very High Speed Dig-
ital Subscriber Line (VDSL) [5]. All these system are point-to-point systems
at physical layer, typically utilizing a star, tree, or daisy-chain topology to
provide access to multiple peers, using switching nodes.

On the other hand, there are many bus-oriented systems, like FlexRay,
RS-485, Multipoint Low-Voltage Differential Signalling (M-LVDS) and Power-
Line Communication (PLC). The principles behind PLC conceptually closely
matches the above-mentioned requirements, where the others are too low-
rate. The commercially available implementations however deal mostly with
an in-house AC power wiring (e.g. Homeplug AV, IEEE 1901, G.9960 [6], or
a more general approach [7]), which differs greatly from a rather well con-
trolled twisted pair linear bus, in terms of both noise sources and channel
attenuation. This potentially results in rather non-optimal power consump-
tion at every node - and of the whole system, especially as the number of
nodes grows. All standards typically limit the utilized bandwidth using pre-
defined Power Spectral Density (PSD) masks, because of legal restrictions on
using radio frequency spectrum. This is surely a performance limiting fac-
tor, especially when using shielded twisted pairs for an underwater cabling
system, where the interference with other systems is not an issue. A newer
Homeplug AV2 standard [8] has more relaxed bandwidth restrictions (up to
86 MHz) and uses Multiple-Input Multiple-Output (MIMO) technology to
improve the performance. It is still, however, designed to be used in 3-wire
AC networks, and its usage in a DC-oriented twisted pair infrastructure is
therefore non-optimal or even impossible.

Another very promising research direction seems to be the use of PLC
solutions for on-board networks on aircrafts [9], [10], [11], ground vehicles

2



CHAPTER 1. INTRODUCTION

[12], [13], [14], [15], or in mechatronic systems (e.g. robotic) [16], [17]. Com-
mon to all these systems is the use of existing (typically DC) low-voltage
power distribution network for communication purposes and are all based on
Orthogonal Frequency Division Multiplexing (OFDM). Unfortunately, the
work in this field mostly concentrates on providing a reliable low throughput
(around 10 Mb/s) link, mostly for control data, using the maximum base-
band bandwidth of 30 MHz or a passband bandwidth of around 10 MHz
[17].

1.3 Multi-Carrier Twisted Pair Bus

The ultimate goal of this work is to introduce a full-duplex transmission
system, Multi-Carrier Twisted Pair (MC-TP), which achieves the full ca-
pacity of a twisted pair linear bus, that is also used to supply power, in an
optimal way, with lots of sensors being single nodes on the bus. As the cable
system is placed outside a vehicle, this system should adapt to the changing
channel conditions, as a result of changing pressure under water or in case of
a leakage. The project will carry out research activities, to find a theoreti-
cal optimum for a physical Open Systems Interconnection model (OSI) layer,
and will try to use these results to scientifically support the development of a
real-world prototype in a systematic way. To the best of the author’s knowl-
edge, there is no other similar communication system for sensor networks,
that provides high throughput, optimal handling of a linear bus channel, and
ability to adapt to channel conditions, influenced by environmental factors,
like pressure and temperature.

As the name MC-TP suggests, the proposed system uses shielded twisted
pair cables, corresponding to at least category 5e of the TIA/EIA-568-B.2
standard, as physical medium, with a differential signaling Physical Interface
(PHY). The same cabling should be used as a DC power bus as well, in
agreement with actual PLC principles. By optimizing the wiring for both
power and data transmission the system is not exactly alike the existing PLC
systems, which use a sub-optimum channel of power wiring. Nevertheless, it
can be still considered a powerline system, as the data transmission channel
is still a compromise due to the power transmission. The twisted pairs are
prepared for the underwater use, and are specified to maintain their structure
under high pressure (up to 100-200 atm). Nevertheless, it is very hard to
impossible to keep the electrical characteristics of wires pressure-independent
(see Section 3.4 for more details), so that MC-TP has to detect and adapt
to such changes.

Most of above-mentioned wire-line communication systems (but also many
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CHAPTER 1. INTRODUCTION

wireless) are based on OFDM (PLC) or Discrete Multi-Tone modulation
(DMT) (VDSL). At the time of writing, multi-carrier modulation is the most
widely used technology with rather low implementation cost, which achieves
a near-capacity performance on frequency-selective channels [18]. It is ex-
pected that a linear bus topology with numerous taps results in a very slowly
time-varying frequency-selective fading channel, due to its multi-path nature
[19]. This will be discussed in more detail in Chapter 3. Thus, using DMT for
such a system is a natural choice, helping to deal with a frequency-selective
channel without implementing a complicated equalizer.

1.4 Document Overview

The well-known diagram in Fig. 1.1 that describes a general digital com-
munication system is a nice starting point to describe the structure of this
thesis. Three major topics, marked in the figure, have been extensively stud-
ied and will be dealt with in the corresponding chapters of this document.
Every chapter starts with the theoretical background for the subject, fol-
lowed by the research results, which are the main contribution of this work.

Figure 1.1: Elements of a digital communication system [20]

Generally, source coding is considered to be a very established topic in
the communication community. However, the data statistics of some special
sources is not well studied and documented – and the data generated by a
sonar array is a good example of such an exception. This issue is addressed in
Chapter 2, which gives some brief information about sonar array signal pro-
cessing, linear prediction coding, and variable-length universal source codes.
Using the available data from a sonar array, the statistics of acoustical un-
derwater sources is studied and a new compression method based on different
variants of linear prediction is introduced.

Using the results of transmission line theory, Chapter 3 concentrates on
the characterization and modeling of different types of twisted pair cables
and bus structures. Different underwater cable types and bus structures
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CHAPTER 1. INTRODUCTION

are measured to obtain cable model parameters and verify the cables’ and
system’s model behavior under different pressure levels for underwater usage
– the first study of this kind so far. After investigating the noise sources, the
twisted pair channel capacity is calculated using water-filling.

The basics of multi-carrier transmission – including channel partitioning
for DMT, the basic concepts behind single-user bit-loading, symbol and sam-
pling frequency synchronization – are provided in Chapter 4. This chapter
can be considered to be the state-of-the-art description for the modulation
block in Fig. 1.1. The next optimization step for the bus systems is pro-
posed in the Chapter 5, which describes the structure of different types of
time-domain equalizers and shows their performance and potential receiver
complexity reduction in the multi-user multi-path environment of a DC-PLC
sensor network.

This work, supported by ATLAS ELEKTRONIK GmbH, Bremen, would
not be complete, if the research results of the previous chapters would not
be applied in practice. In parallel to these studies, the architecture of the
MC-TP bus and the first transceiver prototype have been developed and
are presented in Chapter 6 and are the first step towards the new DC-PLC
transmission system, optimized for acoustical sensor networks.

5





Chapter 2

Source Coding for Sonar Data

The purpose of the developed communication system, MC-TP, is to trans-
mit the digitalized data, produced by an array of acoustical sensors. The
discrete samples may have natural time and space correlations, such that the
transmitted data is expected to be redundant. This chapter concentrates
on source coding methods for such sources. The current study is confined
to passive sonar arrays described in the first section, but the results can be
interesting for any kind of underwater applications.

The source coding process removes the redundancy of the original data,
reducing the binary representation size of the compressed data either in a
lossless way (the original data can be fully recovered), or discarding some
information, generally denoted as lossy compression. The latter is widely
used in image, video, or audio applications and the corresponding standards,
where the user experience is not affected much by a small loss of data. Text
files are, on the contrary, the classical example of an application, which would
not tolerate any loss of information and are typically compressed by lossless
methods [21].

As one of the requirements for a sonar transmission system is to pro-
vide the original sampled (raw) data to a receiver, which performs the signal
processing, the research in this project concentrates on the lossless or distor-
tionless coding, further described in the following sections.

2.1 Passive Sonar Array

The non-transmitting passive sonar arrays play an important role in lo-
calization of sources under water. Particularly in the submarine context,
different passive sonars are for tactical reasons the only sources of informa-
tion during a mission.
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CHAPTER 2. SOURCE CODING FOR SONAR DATA

In general an array consists of multiple sensors, arranged in a certain
way to build the array structure. Most common geometries include linear
(Fig. 2.1), circular, and planar (rectangular grid) arrays.

Figure 2.1: Uniform linear array

Using the example of a uniform linear array, widely used in practice
(e.g. flank array sonar), the basic signal processing approaches can be ex-
plained. A plane wavefront from a single stationary source in Fig. 2.1 arrives
at different equidistantly distributedM sensors with an incremental delay ∆t,
such that the output of the sth sensor (s ∈ [0,M − 1]) is fs(t) = f(t+ s∆t),
assuming f(t) to be a stationary stochastic signal, emitted by the source.

The angle of incidence also known as the direction of arrival (DoA), is the
quantity to be estimated1. The task of the array signal processing is then to
combine the individual sensor outputs, which generally can be corrupted by
noise, in an optimum way [22]. A conventional or delay-and-sum beamformer,
for example, adds a delay to each input and sums them, thus compensating
the sampling delay ∆t and aligning all signals in time.

The sampled signal from a single sensor can be considered to be a quan-
tized and time-discrete version of the real-valued signal f(t+ s∆t), which is
a time-varying random process. The amount of information or the entropy
of this source intuitively depends on the amount of noise and interference:
a noiseless case with a single source and constant amplitude represents the
minimum non-zero entropy. The opposite case with multiple low amplitude
sources in a very noisy environment (or simply the sampled noise) repre-
sents the maximum entropy. In other words, the highly correlated samples
naturally are more redundant than non-correlated (noisy) samples.

1This is the main task of the sonar signal processing, but is less relevant in the scope
of this work

8



CHAPTER 2. SOURCE CODING FOR SONAR DATA

2.2 Linear Predictive Coding

A well-known assumption of independence and identical distribution (i.i.d.)
for a given source is theoretically comfortable, but usually not applicable to
the media sources. The statistical dependencies of the input signal are dif-
ficult to exploit in an entropy encoder for sources with memory in practice
[23]. One of the concepts allowing a rather low complexity solution to this
problem is predictive coding.

Figure 2.2: Basic structure of lossless predictive coding

The basic idea behind the predictive coding (Fig. 2.2) is to guess the
value of the next symbol and to apply an entropy encoding to the difference
(also called residual or error) e(k) between the input samples x(k) and their
prediction x̂(k)2

e(k) = x(k)− x̂(k) . (2.1)

Important is that the variance σ2
e of the prediction residual is smaller, com-

pared to the variance σ2
x of the input signal, such that the prediction gain,

defined as

GP =
σ2
x

σ2
e

, (2.2)

is always bigger than one. Thus, this ratio is the measure of the effectiveness
of a prediction.

2.2.1 Linear Prediction

Linear prediction is a widely used subclass of predictors, which uses a
linear combination of the past values x(k− i), i ∈ [1, L] to predict the current

2Lossy methods usually quantize the value of e(k), before applying an entropy encoding.
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CHAPTER 2. SOURCE CODING FOR SONAR DATA

sample x(k) [24]. The forward linear predictor 3 of an order L is given by

x̂(k) =
L∑
i=1

aL,ix(k − i) , (2.3)

= aTLx(k − 1) ,

where aL = [aL,1 aL,2 ... aL,L]T is a vector, containing L predictor coefficients
and x(k − 1) = [x(k − 1) x(k − 2) ... x(k − L)]T are the past samples. An
optimum linear predictor minimizes the mean-squared error

MSE(aL) = E{e2(k)} = E{(x(k)− x̂(k))2} (2.4)

= E{(x(k)− aTLx(k − 1))2} .

Such a minimization problem can be solved, setting the partial derivatives of
the expression in Eq. (2.4) to zero and obtaining a system of linear equations
(called normal or Yule-Walker eq.)

RLaL = rL , (2.5)

with rL and RL defining correlation vector and matrix, respectively, which
contain the autocorrelation coefficients Rxx of the input signal x(k)

rL = [Rxx(1) Rxx(2) ... Rxx(L)]T ,

RL =


Rxx(0) Rxx(1) · · · Rxx(L− 1)
Rxx(1) Rxx(0) · · · Rxx(L− 2)

...
...

. . .
...

Rxx(L− 1) Rxx(L− 2) · · · Rxx(0)

 .

In case of backward linear prediction with filter coefficients bL, the future
samples are used, instead of the past, but the normal equations have the
same form of

RLbL = JLrL , (2.6)

where JL is the symmetrical L× L co-identity matrix, defined as

JL =


0 0 · · · 0 1
0 0 · · · 1 0
...

...
. . .

...
...

0 1 · · · 0 0
1 0 · · · 0 0

 .

3The results for the backward prediction will be given without the (analogous) deriva-
tions, which can be found, e.g., in [25].

10



CHAPTER 2. SOURCE CODING FOR SONAR DATA

This matrix simply reverses the vector rL in Eq. (2.6) and besides can be
easily shown to have the property that RLJL = JLRL [25].

If the input signal is stationary or locally stationary and not fully de-
terministic – a valid assumption in sonar signal processing – the correlation
matrix is nonsingular (or invertible) and the optimal linear predictor coeffi-
cients can be finally determined as

aL = R−1L rL , (2.7)

bL = R−1L JLrL .

It is obvious that coefficients for both forward and backward prediction are
equal but in reverse order, such that aL = JLbL.

The direct method of Eq. (2.7), also called the autocorrelation method,
is computationally rather demanding, generally requiring at least O(L3) +
O(L2) operations, according to [24]. A great complexity reduction can be
achieved by exploiting a very regular structure of the correlation matrix RL,
which is in fact a Toeplitz matrix. Robinson, Levinson, and finally Durbin
developed a recursive procedure, which requires only O(L2)+O(L) operations
[24] and can be derived as follows.

The minimum mean-squared error (MMSE) EL for both forward and
backward prediction, also called the prediction-error power, can be defined
by expanding Eq. (2.4) and using Eq. (2.7) as

EL = Rxx(0)− rTLaL . (2.8)

This definition of prediction-error power, combined with Eq. (2.5), results in
what is usually called augmented normal equations, given by

RL+1

[
1
−aL

]
=

[
EL

0L×1

]
, (2.9)

RL+1

[
−bL

1

]
=

[
0L×1
EL

]
,

where RL+1 is the augmented correlation matrix

RL+1 =

[
Rxx(0) rTL

rL RL

]
=

[
RL JLrL

(JLrL)T Rxx(0)

]
.

To derive the recursive expressions of the Levinson-Durbin algorithm,
the augmented normal equations for the forward and backward prediction
are first formulated as

RL+1

 1
−aL−1

0

 =

 EL−1
0(L−1)×1

Rxx(L)− aTL−1JL−1rL−1

 , (2.10)

11



CHAPTER 2. SOURCE CODING FOR SONAR DATA

and

RL+1

 0
−bL−1

1

 =

Rxx(L)− aTL−1JL−1rL−1
0(L−1)×1
EL−1

 . (2.11)

Multiplying Eq. (2.11) by the reflection coefficient, defined as

kL =
1

EL−1

(
Rxx(L)− aTL−1JL−1rL−1

)
,

results in

RL+1

 0
−kLbL−1

kL

 =

 k2LEL−1
0(L−1)×1

Rxx(L)− aTL−1JL−1rL−1

 . (2.12)

Subtracting the last equation from Eq. (2.10) gives finally the following ex-
pression

RL+1

 1
kLbL−1 − aL−1

−kL

 =

[
(1− k2L)EL−1

0L×1

]
.

Comparing this to Eq. (2.9) yields the recursive equations

aL = −
[
kLbL−1 − aL−1

−kL

]
=

[
aL−1

0

]
− kL

[
bL−1
−1

]
,

EL =
(
1− k2L

)
EL−1 .

The final algorithm has now the following steps

ki =
1

Ei−1

(
Rxx(i)− aTi−1Ji−1ri−1

)
,

ai =

[
ai−1

0

]
− kiJi

[
−1
ai−1

]
, (2.13)

Ei = Ei−1
(
1− k2i

)
.

Setting the initial value E0 = Rxx(0) and evaluating the equations in (2.13)
for all 1 ≤ i ≤ L results in the optimal coefficients aL, identical to those
directly calculated by Eq. (2.7).

2.2.2 Multichannel Linear Prediction

A sonar array is a great example of an application with multiple, possibly
highly correlated, channels. The multichannel data can be viewed as a two-
dimensional array – with one time and one spatial dimension. It is possible
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to apply the previously described linear prediction to both dimensions inde-
pendently. A better way to take the inter-channel correlation into account
is, however, to use the multichannel linear prediction [25].

Adapting Eq. (2.3) from the previous section, the linear prediction resid-
ual vector of order L in a multichannel case with M channels is given by

x̂M(k) =
L∑
i=1

AL,ixM(k − i) , (2.14)

= AT
LxML(k − 1) ,

where

xM(k) = [x1(k) x2(k) ... xM(k)]T ,

xML(k − 1) =
[
xT (k − 1) xT (k − 2) ... xT (k − L)

]T
,

AL = [AL,1 AL,2 ... AL,L]T .

Following the derivations resulting in equations (2.4) and (2.5), the multi-
channel version of the normal equations can be shown to be

RMLAL = R1/L , (2.15)

with the inter-correlation matrix R1/L and block-Toeplitz covariance matrix
RML defined as

R1/L = [Rxy(1) Rxy(2) ... Rxy(L)]T ,

RML =


Rxy(0) Rxy(1) · · · Rxy(L− 1)
Rxy(1) Rxy(0) · · · Rxy(L− 2)

...
...

. . .
...

Rxy(L− 1) Rxy(L− 2) · · · Rxy(0)

 .

The main building block of these matrices is a cross-correlation matrix Rxy(i),
which contains autocorrelation coefficients along the main diagonal and gen-
erally might not be symmetrical

Rxy(i) =


Rx1x1(i) Rx1x2(i) · · · Rx1xM (i)
Rx2x1(i) Rx2x2(i) · · · Rx2xM (i)

...
...

. . .
...

RxMx1(i) RxMx2(i) · · · RxMxM (i)

 .

Similar to Eq. (2.7), the predictor matrix AL of size ML×M can be directly
calculated, if the matrix RML is nonsingular. It is also possible to reduce
the computation cost by applying a generalization of the Levinson-Durbin
algorithm to the multichannel case [25].

13
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2.3 Source Codes for Memoryless Sources

Besides a predictor, an entropy encoding, shown in Fig. 2.2, is another
key component of the (linear) predictive coding. A source symbols sequence
(e.g. outcomes of a discrete random process x = [x1 x2 ...]), generated by the
predictor and assumed to have zero inter-symbol correlation, is mapped to a
sequence C(x) of codewords, such that the coded message is usually shorter
than the original digital representation.

2.3.1 Entropy and Redundancy

It is essential to define a reasonable information measure, to be able
to qualify a code C and understand its redundancy. Information theory
considers the concept of entropy as such an information measure. A common
definition (e.g. [26]) of the entropy for a discrete random variable X with a
finite alphabet χ, measured in bits, is

H(X) = −
∑
x∈χ

p(x) log2(p(x)) , (2.16)

with p(x) being the probability Pr{X = x} that x is the random outcome of
X for all possible x in the alphabet. For some finite source sequence, where
the probability distribution is fixed, the entropy is a lower bound for the
average length of a code (in bits per sample)

LC(X) =
∑
x∈χ

p(x)lC(x) , (2.17)

with lC(x) being the length of a corresponding codeword. The code is op-
timal, if the average code length is equal to the entropy of the sequence –
also meaning the redundancy to be zero. The ideal length of an individual
codeword is then given by

lidC(x) = log2

(
1

p(x)

)
. (2.18)

2.3.2 Variable-Length Universal Codes

The basic idea behind any entropy encoding is to map fixed-length input
symbols to variable-length codewords, such that the most probable source
symbols become the shortest codes. The Huffman code is a classical example
of an asymptotically optimum entropy code. This variable-length code is used
in many applications (e.g. JPEG or MP3), especially if no assumptions about
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the probability distribution can be made. The PMF of the source is then
either estimated once or block-by-block (adaptive) in the first coding step,
followed by the Huffman codeword tree generation, based on the estimated
symbol frequencies. More details about Huffman codes and another very
popular form of entropy coding – arithmetic coding – can be found in [27] or
[28].

In contrast to Huffman or arithmetic coding, universal codes can be used
without the exact knowledge of the PMF, if the ranking of symbols’ priorities
is non-increasing and known a priori. A universal code assumes some fixed
probability distribution, such that encoding and decoding complexities are
quite low. However, the code is only optimum, if the assumed distribution
matches the actual one of the source symbols. Observing Eq. (2.18), this can
be formulated as

2−lC(x)
!

= p(x) . (2.19)

The residuals of the linear prediction usually have a quite static decreasing
PMF, close to a geometric distribution, with large values being less probable,
providing a good potential for different types of parametrized universal codes,
described in the following sections.

Prefix Codes

A general variable-length encoder can be rather easily implemented – it
just replaces the source symbols by the corresponding codewords, using a
static table or computing the codes dynamically. These codewords are then
concatenated and build the output bit stream.

Even assuming that the code is uniquely decodable (e.g. has unique code-
words for each symbol in the alphabet), a decoder is intuitively slightly more
complex. Because the codewords have different lengths, it has to know either
where each codeword ends or their individual lengths. An important prefix
property of the practical variable-length codes states that no codeword is the
prefix of any other codeword. The simplification of decoding for such prefix-
free codes results from the fact that the decoder does not have to evaluate
the bit stream any further to decode the current symbol, as soon as it has
recognized a single codeword.

The unary code CU(s) of an integer s is a classical example of prefix-
free codes. It encodes a positive integer s as s bits of value 1, followed
by a zero bit, i.e. CU(0)=’0’, CU(1)=’10’, CU(2)=’110’, CU(3)=’1110’, some
other examples can be found in Table 2.1. Also the equivalent bit-inverted
version of this code can be used. The 0 at the end of all the codewords acts
as a separator, such that the unary code can also be called comma code.
The length of a unary codeword is lCU (s) = s + 1 bits, such that this code
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is optimum for a source distribution p(s) ≈ 2−lCU (s) = 2s+1, according to
Eq. (2.19). This means that the unary code has redundancy comparable to
the Huffman code for the sources with exponential probability distribution
[28].

Although rarely used alone, the variable-length unary code is an impor-
tant part of other codes, described below.

Golomb-Rice Codes

The original Golomb family of universal codes was proposed for sources
with a geometric distribution [29] and uses a single parameter m to better
match the actual distribution of the source. Generally, to encode a positive
integer s, it is first divided by m and the result is rounded to an integer q,
which represents the quotient information (number of times, m fits into s).
The rest information (the remainder r) is an integer less than m and thus can
be represented in log2 q bits as a fixed-length binary number. The two-fold
quotient/remainder (prefix/suffix) structure is very common for universal
codes in general and particularly for the other codes in this section.

Even though the variable-length unary code is used for q, the complete
codeword keeps the constant length for all values of s within some range,
until the remainder r gets zero. This is the reason for the piecewise uniform
distribution function of the codeword lengths with each part distributed ge-
ometrically (e.g. shown below in Fig. 2.13). Obviously, the parameter m
controls the length of the uniform pieces – number of codewords in a code
bank – and thus their distribution.

More precisely, in the Golomb-Rice code a source symbol s (a non-
negative integer) is mapped to a bit-valued codeword CG(s,m) in two steps,
corresponding to prefix and suffix parts (see Fig. 2.3):

• The prefix part of a Golomb code is the value of the quotient

q =
⌊ s
m

⌋
,

encoded in the unary fashion as a q + 1 bits long CU(q)

• The suffix part consists of the remainder

r = s−mq ,

coded as an unsigned integer in binary representation (denoted here
as a beta code Cβ(r)) with a bit-length lCβ depending on the value of
m. If m is a power of 2, then the remainder will always be represented
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by log2(m) bits and has a constant length lCβ = log2(m). Otherwise
the encoding (and decoding) is more complicated and codeword length
depends on the value of r. Let c = dlog2me bits, which would be the
upper bound to accommodate all possible values of r. It is possible,
though, to use one bit less for the values of r between 0 and 2c − m
(corresponding to the binary range of blog2mc bits), such that

lCβ(r) = c− 1, r ∈ [0, 2c −m] ;

lCβ(r) = c, r ∈ [2c −m+ 1, 2c − 1] ,

A finalm-parameter Golomb codeword for a symbol s is the concatenation
of prefix and suffix parts CG(s,m) = {CU(q), Cβ(r)}, as shown in Fig. 2.3.

Figure 2.3: Golomb code example with s = 11 and m = 3. The quotient
value for prefix is calculated as q =

⌊
11
3

⌋
= 3, resulting in the unary code

’1110’. The remainder for the suffix is r = 11 − 3 ∗ 3 = 2. Choosing m = 3
yields c = 2, such that r = 2 ∈ [22 − 3 + 1, 22 − 1], and the binary code of
r + 1 of length c = 2 bits for the suffix is given by ’11’.

The decoding is again quite straightforward, if m is a power of 2. Starting
from the left, the ones in CG(s,m) are counted, until a zero bit occurs. The
number of ones corresponds to the value of q. As the value of m is known
to the decoder and the codeword has the fixed length of q + 1 + log2(m),
it assigns log2(m) bits after the first zero to r. The original symbol is then
easily decoded as ŝ = mq + r.

A slightly more complicated case of non-integer log2(m) is decoded in
a similar way. The value of q is exactly known after counting the leading
ones. A preliminary value of r is calculated from the c− 1 bits following the
zero delimiter bit. If r < 2c − m, then the total length of the codeword is
q + 1 + (c − 1) bits and the value of r is correct. Otherwise, the codeword
is q + 1 + c bits long, such that the integer value of r is recalculated, adding
one additional bit from the input stream to the already assigned c− 1 bits.
The final decoding step ŝ = mq + r is identical in both cases.

Obviously, a great simplification of the original Golomb code can be
achieved by choosing the parameter m = 2k for some non-negative k. In
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s CU(s) Cβ(s) CG(s, 2) CG(s, 3) CG(s, 4)
0 0 0 0|0 0|0 0|00
1 10 1 0|1 0|10 0|01
2 110 10 10|0 0|11 0|10
3 1110 11 10|1 10|0 0|11
4 11110 100 110|0 10|10 10|00
5 111110 101 110|1 10|11 10|01
6 1111110 110 1110|0 110|0 10|10
7 11111110 111 1110|1 110|10 10|11

Table 2.1: Some alpha, beta and Golomb-Rice codes

this case the second part of the Golomb code, Cβ(r), does not need any ad-
ditional calculations, it is simply the k least significant bits of the binary
representation of s, as can be seen in Table 2.1. The length of a codeword
CR(s, 2k) = {CU(q), Cβ(r)} is then lCR(s,2k) = 1 + k +

⌊
s
2k

⌋
and the average

length for a random variable X can be calculated by Eq. (2.17).

This was recognized by Rice in [30], who developed an algorithm for such
codes, now known as Golomb-power-of-2 (GPO2), Golomb-Rice, or simply
Rice codes. Because of its implementation simplicity, this kind of codes is
widely used in various applications (e.g. JPEG-LS), but even more frequently
for audio compression (Shorten, FLAC, and MPEG-4 ALS to name a few).
The Laplace distribution of the residuals, produced by a linear predictor in
these audio-codecs, motivates the usage of Rice codes, known to be suitable
for this type of distributions [21].

The uniform pieces (code banks) of the codeword length distribution have
a constant number of codewords (2k) and start at minimum length of k + 1.
The difference between two neighboring uniform steps is exactly one bit.
This results from the truncation of the length lCR(s,2k) = 1 + k+

⌊
s
2k

⌋
, which

increases by one each time s is a power of 2.

The optimum parameter for a Rice code CR(s, 2k) can be shown to be
dependent on the mean value µs of the input sequence

k̂f (µs) = max{0, blog2 (µs + f)c} , (2.20)

with f ≈ 0.382 for purely geometric sources. The complete derivation of
this approximation (original paper suggest an exhaustive evaluation of the
average code length for different k) and the performance for different distri-
butions is given in [31]. The examples of both codes with different parameter
values can also be found in [21].
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Exp-Golomb Codes

The Golomb codes as well as the Rice codes provide quite effective low
redundancy coding for geometric (e.g. Laplace) distribution sources. How-
ever, changes in the source distribution can lead to a very quick redundancy
growth. The more robust parametrized Exp-Golomb codes (also called Elias-
Teuhola [32]) have a very similar structure to the Golomb codes and supposed
to better fit exponential sources:

• The variable-length prefix part is a unary code of

d =
⌊
log2

(
1 +

s

2k

)⌋
.

• The suffix part of the length d+ k bits is the binary representation of

r = s− 2k
(
2d − 1

)
, r ∈

[
0, 2d+k

]
.

This part has constant length if d does not change. Similar to the
suffix of the Golomb-Rice code, it represents the ”rest” information
(remainder), not included in d.

The decoding of this code is very straightforward and similar to the Rice
code. Counting ones from the left until the first zero bit appears yields the
value of d. The following k + d bits are then the binary representation of r.
The value if s can now be calculated as ŝ = r + 2k

(
2d − 1

)
.

The length of a codeword CEG(s, 2k) = {CU(d), Cβ(r)} is given by
lCEG(s,2k) = 1 + k + 2

⌊
log2

(
1 + s

2k

)⌋
. Due to truncation of the logarithm,

the length increases by 2 (logarithmically) each time s is a power of 2. Un-
like the Rice code, the uniform pieces of the codeword length distribution
are not of the constant size and grow with s, as can be seen in Table 2.2.

The exponential source distribution is the optimum for this code but it is
much more robust to deviations than the Rice code, as shown in [33]. Similar
to the Rice codes, Eq. (2.20) provides an estimate for the parameter k.

Subexponential Codes

The subexponential codes may seem to be just another set of Rice codes.
They also depend on a non-negative parameter k and consist of two parts.
In contrast to the previous codes, all integer symbols with values smaller
than 2k are coded in binary and mapped to fixed-length codewords of length
lCSE(s,k) = k + 1. For larger values of s the code length increases logarithmi-
cally, similar to the Exp-Golomb code.
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s CEG(s, 0) CEG(s, 1) CEG(s, 2) CSE(s, 1) CSE(s, 2) CSE(s, 3)
0 0 0|0 0|00 0|0 0|00 0|000
1 10|0 0|1 0|01 0|1 0|01 0|001
2 10|1 10|00 0|10 10|0 0|10 0|010
3 110|00 10|01 0|11 10|1 0|11 0|011
4 110|01 10|10 10|000 110|00 10|00 0|100
5 110|10 10|11 10|001 110|01 10|01 0|101
6 110|11 110|000 10|010 110|10 10|10 0|110
7 1110|000 110|001 10|011 110|11 10|11 0|111
8 1110|001 110|010 10|100 1110|000 110|000 10|000
9 1110|010 110|011 10|101 1110|001 110|001 10|001
10 1110|011 110|100 10|110 1110|010 110|010 10|010
11 1110|100 110|101 10|111 1110|011 110|011 10|011

Table 2.2: Some Exp-Golomb and Subexponential codes

• The variable-length prefix part is either zero, if s < 2k, or otherwise
a unary code of d

d =
⌊
log2

( s

2k−1

)⌋
, s ≥ 2k .

• The suffix part has the same dependency on the value of s as the
prefix: it is either the k bits long binary representation of s if s < 2k,
or d+ k − 1 bits long remainder r:

r = s−
(
2d+k−1

)
, s ≥ 2k .

Similar to the Exp-Golomb code, this remainder has constant length if
d does not change.

Hence, the structure of the codewords is slightly more complicated, than the
previous codes and depends on the value of s:

CSE(s,k) = {′0′, Cβ(s)} , s < 2k ;

CSE(s,k) = {CU(d), Cβ(r)} , s ≥ 2k .

Consequently, the codeword lengths are then given by

lCSE(s,k) = k + 1 , s < 2k ;

lCSE(s,k) = 2d+ k , s ≥ 2k .
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As a consequence of this two-fold structure, also the optimal source distri-
bution consists of two parts: the uniform part for the sample values smaller
than 2k corresponds to the uniform distribution due to the fixed length of
the codewords; the exponential part for the s ≥ 2k behaves exactly like the
Exp-Golomb codes.

Despite the more complicated structure of the subexponential code, the
decoding is as simple as for the Exp-Golomb codes. If the left topmost bit
is zero, the k following bits represent the sample value s. Otherwise, the
decoding is exactly the same as for the Exp-Golomb code, because all the
other codewords start with at least one non-zero bit (d > 0).

Start-Step-Stop Codes

The Start-Step-Stop codes can be considered a generalization of the vari-
able-length codes, introduced above, with three non-negative parameters:
Start, Step, and Stop = Start+ kmax · Step [34]. The codes are organized in
code banks, with k ∈ [0, kmax] being a bank number. The typical two-parts
code structure in every bank consists of a unary coded k as a prefix and of
a suffix that contains the Start + k · Step least significant bits of a source
symbol s. The parameters Start and kmax control the starting and the max-
imum suffix length, respectively. The parameter Step specifies how many
bits (2Step) are added to the suffix length at every code bank k4. Following
these rules, the parameter triplet k,0,∞ generates the Rice codes (they add
exactly 20 = 1 bit at every code bank), whereas k,1,∞ – the Exp-Golomb
codes (21 = 2 bits, as was shown above) [21].

The lower l(k) and upper h(k) boundaries of a code bank number k are
given by [35] as

l(k + 1) = h(k) =
2Start+(k+1)·Step − 2Start

2Step − 1
, Step > 0 , (2.21)

l(k + 1) = h(k) = (k + 1) · 2Start , Step = 0 ,

such that an input symbol s will get a codeword from a code bank k if
l(k) ≤ s < h(k). The largest k, satisfying the equation l(k) ≤ s, identifies
the code bank containing the codeword for s

k(s) =

⌊
log2

(
s ·
(
2Step − 1

)
+ 2Start

)
− Start

Step

⌋
, Step > 0 , (2.22)

k(s) =
⌊ s

2Start

⌋
, Step = 0 .

4A code bank corresponds to a uniform segment of the codeword length distribution
function, as has been discussed at the beginning of this section
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Using the definitions above, any Start-Step-Stop code can be written as

CStart,Step,Stop(s) = {CU(k(s)), Cβ(s− l(k(s)))} .

For some discrete random variable X with a finite alphabet χ, the average
code length can be shown to be

LCStart,Step,Stop(X) =
∑
x∈χ

p(x) · (k(s) · (Step+ 1) + Start+ 1) , (2.23)

with k(s) given by Eq. (2.22). Finding the optimum parameters for the
triplet (Start, Step, Stop) that minimize the average length in a closed form
is only possible, if the analytical expression for the PMF of X is known.
Otherwise, the concave nature of the function in Eq. (2.23) can be explored,
if the distribution is a non-increasing function. If no assumptions about the
source distribution can be made and only the observations of X are present,
an exhaustive search can be performed, under the constrain h(kmax) ≥ N
(the last code bank can accommodate the maximum value of s), where N
is the largest expected integer value of a source symbol [35]. It should be
pointed out that finding the optimum parameters for these general codes
is in fact equivalent to choosing the most suitable parametrized fixed code
(e.g. Golomb, Rice, Elias, etc.).

2.4 Optimized Source Coding for Sonar Data

Most of the existing approaches for the reduction of amount of data,
produced by a sonar, consider the final image after the signal processing is
done and thus concentrate on image compression techniques, such as based
on wavelet transform [36], discrete cosine transform [37], or even inspired
by compressive sensing [38]. There are only a few examples for using the
well-established compression methods for the raw sonar data [39], [40].

These lossy image compression methods can be considered feature extrac-
tion methods, as they try to keep only the relevant source information. They
clearly depend on the array processing being used and cannot provide the
unaltered raw data for alternative processing (e.g. adaptive beamforming).
This is only possible with lossless source coding, which maps the discrete
source symbols into codewords in a fully reversible manner.

2.4.1 Sonar Data Properties

Typically, sound waves propagate through a very inhomogeneous medium,
resulting in sound scattering and attenuation. The variations of sound speed
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Figure 2.4: Random output sequence of a single hydrophone in a flank array
(2.4a) and a microphone (2.4b). The samples have 16-bit signed integer
normalized representation, sampling rate is 7.8125 kHz. Hydrophone data is
a simulated submarine mission, while the microphone data is recorded in a
noisy environment with multiple speakers

at different depths significantly impact the profile of a sound channel. Many
sources of noise (sea state, thermal, traffic, biological, etc.) corrupt the
attenuated source signals, which then quite often appear to be below the
noise floor.

Despite all the differences between underwater acoustics and audio data,
they both are obviously band-limited, suffer from reverberation and noisy
environment (more so under water), and include periodic signals from multi-
ple simultaneously transmitting sources. A simple example in Fig. 2.4 shows
the periodic patterns occurring in an audio and in a sonar data stream. This
is by far not a comprehensive analysis of both data sources, but it gives some
initial motivation for applying of audio source coding in sonar context.

Within the scope of this work two sonar datasets have been used. Both
resulted from simulating different scenarios of a submarine mission with mul-
tiple moving targets, very close, but not identical to the real world classified
data. Each set contains 2 hours of raw data from 96 single hydrophones of a
flank array (linear array, Fig. 2.1), sampled at T = 7.8125 kHz and uniformly
quantized at 16 bit.

Each hydrophone of the sonar array generates discrete source symbols and
can be represented as a random process Xs = {Xs(n)}, where the random
variables of the set {Xs(n)} map the sampled outcomes n to a signed 16 bit
integer

Xs(n) = Q(fs(nT + s∆t)),
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Figure 2.5: Probability mass function estimate and autocorrelation function
of the first hydrophone in the array. Both functions are calculated over
the entire dataset. The bins in (a) correspond to the source alphabet (216

symbols) and the lags in (b) are limited to ±104 samples

with Q(.) being the uniform quantization function and s, fs, and ∆t defined
earlier in Sec. 2.1.

Compared to the underwater survey data in, e.g., [39] or typical speech
data [41], the empirical probability distribution of Xs in Fig. 2.5a, based
on the above described datasets (assuming the ergodicity of the random
process), tends to be very close to an ideal normal distribution. This holds
for all sensors (Fig. 2.6) in both data sets. The non-uniformity of the source
PMF already indicates some potential for the source coding5. It does not,
however, take into account the memory of the source, resulting from sample-
to-sample correlation.

As can be already seen in Fig. 2.4a, the periodicity in the hydrophone
signal means the samples are not quite independent. This is even more
evident in Fig. 2.5b, where the autocorrelation of the source sequence is far
from being close to the δ function. Before the actual coding occurs, some
kind of de-correlation would be appropriate.

This is exactly the situation the transform coding approach was developed
for. Its steps include applying some linear transform to produce uncorrelated
data, then quantize and (entropy) encode this data [42]. Obviously, quan-
tization is the only step introducing noise, such that avoiding it results in

5A uniformly distributed discrete random variable is known to have the maximum
entropy, as all the possible values are equally likely. Any other distribution would result in
a less entropy and potentially redundant representation. Rather surprising, this is not the
case for continuous or differential entropy, which is maximum for the normal distribution.
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Figure 2.6: Best fitted mean and variance values of an ideal Gaussian distri-
bution for each sensor (s ∈ [0,M − 1]). The results are shown for a single
data set, but the other one produces very similar results

a lossless transform coding. This method is widely used in lossy image and
video coding, where the optimum Karhunen-Loeve transform, a sub-optimum
but efficiently implementable DCT [23] or wavelet transform [43] are used.
The latter can also be used in a lossless way [44]. A possibly more suitable
approach for this purpose, concerning general data sources and specifically
audio signals, is, however, the linear predictive coding described earlier in
Section 2.2.

2.4.2 Linear Prediction of Acoustic Signals

Applying linear prediction to acoustic signals, described above, is rather
straightforward. The optimum prediction parameters, satisfying Eq. (2.7)
can be calculated either for the whole data set, assuming the ideal stationarity
of the source or for the blocks of data. The latter approach is widely used
in practice, as real sources are seldom perfectly stationary and are better
modeled as locally block-stationary processes.

The dependency of the prediction gain on different block sizes BLP and
predictor order is shown in Fig. 2.7a. Larger blocks are expected to suffer
from non-stationarity, but this has a very limited influence on the prediction
gain for the provided acoustical data. The block sizes larger than BLP = 1012

show exactly the same behavior. As far as the precision of the predictor
coefficients is concerned, switching to a lower bit-width resolution (8 instead
of 16) does not result in a dramatic performance lost, as can be seen in
Fig. 2.7b, such that the 8-bit coefficients will be used for all the following
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Figure 2.7: Influence of the block size and prediction coefficients resolution
on the expected value of the prediction gain over all blocks and all channels
in both data sets. The relative error in Fig. 2.7b is calculated as a difference
between the gains, calculated by 16-bit LP and 8-bit LP.

simulations. The results in Fig. 2.7 and most of the following figures (2.8 and
2.9) are mean values for the first data set only, as the behavior is essentially
the same for all channels and both data sets, received for testing purposes.

The mean gain in Fig. 2.7a, calculated as the average over gains for all
channels, approaches the flat region (the upper bound is known as asymptotic
prediction gain, given in e.g. [23]) at the LP order of roughly 25, getting as
high as 4 dB. This result means that applying linear prediction narrows
the bell-shaped part of the actual distribution and thus promises a higher
compression gain due to a stronger limitation of the actually used range of
values.

Perfect prediction of a discrete random variable means also a perfect
match of its PMF. This is not the case for provided acoustical data, as can
be seen in Fig. 2.8a for LP of order 16. The predictor output has roughly
the same expected value of zero but a slightly different standard deviation of
σLP ≈ 2575.1, compared to σraw ≈ 3360.6 for raw data in this example. The
resulting PMF of the residuals is a linear combination of both, according to
Eq. (2.1), and appears to be a mixture of two normal distributions. Despite
the form of PMF with two separate peaks, the residual PMF is actually
a unimodal distribution, according to the test given in [45]. An interesting
observation is that increasing the order of predictor results in the progressing
separation of peaks and to a switch to a bimodal distribution at some point.
This behavior can be observed in Fig. 2.8b. Although the variance of the
residuals is decreasing, meaning improvement of the prediction gain, it is
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nal of the first sensor before and after applying linear prediction of order
16
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Figure 2.10: 2-D autocorrelation of sonar data. The array consists of 96
sensors and the time frame of 192 samples is used for calculations

difficult to find a matching variable-length code for this kind of distribution,
as will be shown in the next section.

Despite a slight difference in probability distribution, applying linear pre-
diction of rather moderate orders (up to 32) results in significant reduction
of the time-domain correlation of the acoustic data, received by a sonar. The
autocorrelation function of the residuals in Fig. 2.9a has a single peak at the
origin, meaning the absent periodicity in the noise-alike residual sequence.
The linear predictor in fact filters the periodical part of the signal, as can be
seen in Fig. 2.9b.

Multichannel prediction

A very similar behavior of all channels in the given sonar array sug-
gests that some degree of multichannel correlation should be present. The
two-dimensional autocorrelation function in Fig. 2.10 clearly supports this
assumption. The correlation along the spatial dimension is not periodical,
in contrast to the time dimension, and decreases almost linearly with in-
creasing offset with a maximum at a constant angle to the spatial axis. The
structure of a linear array from the first section (Fig. 2.1) is the reason for
this behavior. In the case of a single source, the cross-correlation between
the sampled sequences of different sensors is maximum at an offset (or lag),
corresponding to the delay (si − sj) · ∆ , i, j ∈ [1,M − 1], resulting in the
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Figure 2.11: Mean prediction gain for different MLP configurations

constant autocorrelation function value at a constant spatial angle. In the
presence of multiple sources and noise, the function, presented in Fig. 2.10,
is decreasing and the angle is a superposition of the multiple directions of
arrival.

The cross-correlation between the sensors can now be exploited by the
multichannel linear prediction (MLP) from Section 2.2.2. Besides the block
size BMLP , the number of channels (sensors) M is an additional parameter of
the MLP, used to generate Fig. 2.11. A more pronounced dependency on the
block size with increasing M – smaller blocks are better – can be explained
as a direct consequence of non-stationarity.

An additional dimension clearly improves the performance of the linear
prediction in Fig. 2.12a. However, the comparison with a simple LP may not
be fair, due to the different effective prediction order. The linear prediction
order L corresponds to the total number of the filter coefficients in case
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Figure 2.12: Mean prediction gain of single- and multichannel linear predic-
tors

of the single-dimensional LP. The number of the coefficients for the multi-
dimensional case is, however, given by L ·M2, where L represents only the
time dimension. In Fig. 2.12b the (normalized) prediction order is redefined
as the total number of coefficients. The higher performance of the MLP (M =
16) is well recognizable only with orders higher than 50 (L ≈ 3). Increasing
the value of M and keeping the constant order results in a decreasing time
component, represented by L. The higher autocorrelation in the time-domain
cannot be compensated by adding more spatial dimensions with progressively
lower cross-correlation, which is demonstrated in Fig. 2.12b.

The prediction gain tends in general to be higher, using MLP with high or-
ders and small block sizes. However, the interaction with an entropy encoder
can be a challenge, as it is typically more efficient on larger blocks. Besides,
the high number of coefficients will decrease the effective compression ra-
tio, such that an optimum multichannel linear predictor will not necessarily
result in an optimum linear predictor coding, which also includes a source
code.

2.4.3 Optimal Code for Residual Compression

The final stage of the linear predictive coding, discussed in Section 2.2, is
an entropy encoder. Although the well-established Huffman code is known
to be optimum for any probability distribution, the encoder and decoder can
be optimized in terms of implementation complexity, when one of the fixed
universal codes of Section 2.3 is used. Their redundancy could be very close
to zero, if the probability distribution of the code is perfectly matched to

30



CHAPTER 2. SOURCE CODING FOR SONAR DATA

0 5000 10000 15000

Sample value

0

0.5

1

1.5

2

2.5
P
M

F
#10!4

LP residuals, L = 8
LP residuals, L = 32
GR, k = 11
EG, s = 11
SE, k = 12

Figure 2.13: Probability mass functions of linear prediction residuals (block
size BLP = 1016) and different variable-length entropy codes

that of the source.

The PMFs of the codes, with parameters best-fitted to the distributions
of LP residuals of the available data sets, are shown in Fig. 2.13. The resid-
uals were first mapped to nonnegative integers by bijection [21], which first
multiplies the absolute value of input by a factor of two and then adds one to
the output, if the input was a positive integer. Calculation of the optimum
parameters of the Golomb-Rice (GR), Exp-Golomb (EG), and subexponen-
tial (SE) codes is given in Section 2.3 and is rather straightforward. The
resulting triplet of parameters for the Start-Step-Stop code is fully equiva-
lent to the Golomb-Rice code in this case. The original description of the
optimization procedure for these codes is unfortunately not complete. This
optimum solution can, however, be calculated by replacing equations (1) and
(2) in the original paper [35] by equations (2.21) and (2.22), respectively,
given in Section 2.3.

In general, the subexponential code achieves the closest match to the
source PMF. Its structure has a very useful property for the given source
distributions – the code PMF can be divided into uniform and exponential
parts. The uniform part is in fact the best fit for the source PMFs up to
the sample values of roughly 3000. The tendency of the residual PMF to
form two peaks with increasing predictor order, as discussed in the previous
section, is handled quite well by this code: at low values of predictor order
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Figure 2.14: Mean redundancy over all channels of different variable-length
entropy codes

it is close to optimum and the redundancy at higher values is rather low,
compared to other codes, which all assume a non-increasing PMF.

Indeed, the results in Fig. 2.14 prove that the better the PMF match,
the more effective the code is. The redundancy, calculated as the difference
between the corresponding average code length, and the entropy of the source
(LP residuals), given by Eq. (2.16), is lowest for the subexponential code by
a margin of roughly 0.3 bit per sample, compared to the Golomb-Rice code.
Nevertheless, all the codes perform rather well, with the redundancy being
less than 1 bit – comparable or even better than the theoretically worst
performance of the Huffman code. The minimum redundancy is achieved by
choosing the smallest block size and the maximum available predictor order,
as the smooth non-increasing curves suggest.

Following the trend for the prediction gain, smaller block sizes result in a
better performance for all codes. However, the subexponential code behaves
better even here – the dependency is very slight, compared to other codes,
which means flexibility and better performance in terms of compression ratio.

The compression ratio is an ultimate performance measure for the final
application, which also takes the overhead into account, introduced by the
LN (normalized order) LP coefficients of length bLP bits and variable number
of source coding parameters P (e.g. single parameter k of the subexponential
code) of the length bpar bits. Essentially, this is a ratio of the compressed
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length entropy codes

block size to its original size BLP , defined as

CRC(S) =

∑
s∈S lC(s) + LN · bLP + P · bpar

BLP

, (2.24)

where S is the source sequence of an arbitrary size BLP bits.

Opposite to the redundancy behavior, the ratio is smaller and thus the
performance is better, when larger block sizes are used, as shown in Fig. 2.15.
Obviously, this is due to the overhead of transmitting the LP coefficients. As
a function of the predictor order, the ratios will have a single minimum
(which is also the global optimum) not necessarily at the highest value of
order. Again, the subexponential code performs best and is used in the
following simulations. It should however be noted that the performance
is not very spectacular, compared to the best examples of text or speech
coding. The acoustical signal, sampled by a sonar, is generated in a very
noisy environment and hence has less potential for lossless source coding,
compared to those examples. Nevertheless, roughly 15% data rate reduction
is a welcomed improvement.

Comparing both available data sets and different channels in Figs. 2.16a
and 2.16b shows a rather uniform behavior. The variances of both redun-
dancy and compression ratio over the channels are very low. This is not very
unexpected, as the channels spatially sample the same noisy wave front.
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Figure 2.16: Redundancy and compression ratio of the subexponential code;
both data sets and all sensors are shown. The linear predictor of order L = 32
and block size BLP = 1016 is used.

Even better performance in terms of redundancy can be achieved by ap-
plying multichannel linear prediction, as can be seen in Fig. 2.17a. Also here
the smaller block sizes are preferred and can reduce the mean redundancy of
a 16-channel M -LPC to be very close (0.1-0.2 bit per sample) to the entropy.
The very low redundancy does not necessarily result in the lowest compres-
sion ratio in Fig. 2.17b, as was also the case for the single channel LPC. The
comparison between single and multichannel version of LPC are now also
fair as a function of non-normalized predictor order, as this is already in-
cluded in Eq. (2.24). The number of the coefficients, and thus the overhead,
grows exponentially with L for M -LPC, which results in a low performance
at high values of L and small block sizes. As the block size increases, M -LPC
outperforms LPC by a small margin. Increasing L does not automatically
decreases the minimum ratio, such that the optimum value is around 10.

Reducing the number of channels in M -LPC (see Fig. 2.18) results in
a slightly increased compression ratio. Although the best performance can
only be achieved with more channels, using less channels for M -LPC has
an advantage of lower implementation complexity and higher flexibility in
terms of the block size. It is usually limited in practice by memory or initial
delay requirements, such that the encoder has to be used under not optimum
conditions. It can be seen in Fig. 2.18 that reducing the block size for M = 4
does not increase the ratio by a large margin, as it is the case for M = 16.
Still, compared to the single channel LPC, the 4-channel M -LPC performs
noticeably better.

The comparison of different source codes, including popular dictionary
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Figure 2.17: Mean redundancy and compression ratio of the subexponential
code, used with the multichannel (M = 16) linear predictor

methods (e.g. ZIP and BZIP2) and the lossless audio-codec FLAC [21], given
in Table 2.3, clearly indicates that the combination of linear prediction and
subexponential codes has an application potential in sonar data transmis-
sion. The multichannel prediction shows a better performance in absolute
numbers, but this fact is rather of theoretical interest, as the implementation
complexity would outweigh its advantages in practice.
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Compression method block size max. compression ratio
ZIP n.a. 0.932
BZIP2 100 kbit 0.908
BZIP2 900 kbit 0.888
FLAC 130 kbit 0.859
FLAC 1 Mbit 0.858
LP+SE 130 kbit 0.841
LP+SE 1 Mbit 0.840
4-MLP+SE 130 kbit 0.839
16-MLP+SE 130 kbit 0.838
16-MLP+SE 1 Mbit 0.837

Table 2.3: Mean compression ratios of different source codes
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Chapter 3

The Twisted Pair Bus Channel

Any communication system uses a channel to pass information from trans-
mitter to receiver. In order to build an optimum system, it is important to
know how such channel behaves, prior to making a decision, how the system
components will look like. When using electromagnetic waves as an infor-
mation carrier, the electrical properties of the medium describe the channel
behavior. In that sense, this chapter provides the basis for all future work on
MC-TP, starting first with theoretical basics for electromagnetic modeling
of two parallel wires, followed by modeling of a bus structure. The model
parameters are found, fitting the model curves to measurements. Using the
modeled channel and knowing the noise sources it is then possible to cal-
culate the channel capacity and to investigate the influence of termination
impedances on it.

3.1 Transmission Line Theory

In the context of this work, a copper twisted pair is used as a transmission
medium. From the electro-magnetics point of view, such a two-conductor
structure is called a wave guide, or in this case a transmission line, because of
the capability of guiding Transverse Electro-Magnetic (wave) (TEM) waves.
Other examples of transmission lines with TEM or quasi-TEM fundamental
propagation mode are coaxial lines and micro strips.

The physical background behind any transmission line is described by four
vector fields (electric and magnetic field, electric displacement, and magnetic
induction) in Maxwell’s equations. For more information and derivation, the
reader is referred to [46] and [47]. Important is that in case of TEM waves
on a transmission line, the electromagnetic fields can be related to currents
and voltages. Given this fact and dividing the line into a large number
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Figure 3.1: Element dz of a transmission line

of small segments, shorter than the wavelength, it is possible to derive a
lumped equivalent circuit for each short element, which can be analyzed by
Kirchhoff’s laws [46].

Assuming time-harmonic signals, the analysis of the equivalent circuit,
consisting of a series inductance L, a series resistance R, a shunt capacitance
C and a shunt conductance G per unit length, shown in Fig. 3.1 results in
wave equations [48]

δ2V (z)

δz2
− γ2V (z) = 0

δ2I(z)

δz2
− γ2I(z) = 0, (3.1)

where γ = α+ jβ is the so-called complex propagation constant. A superpo-
sition of forward (subscript +) and reverse (subscript −) voltage and current
waves is a solution to these equations

V (z) = V +
0 exp−γz +V −0 expγz I(z) = I+0 exp−γz +I−0 expγz . (3.2)

The characteristic impedance of the transmission line is then defined as:

Z0 =
V +
0

I+0
=
V −0
I−0

.

The RLGC parameters are also called the primary parameters, whereas γ
and Z0 are called the secondary parameters of a transmission line. Assuming
the homogeneity of a used cable, either set of parameters is sufficient to fully
characterize its electrical behaviour.

3.2 Cable Parameter Modeling

A cable model typically tries to describe (or predict) its electrical char-
acteristics, defining the primary or secondary parameters.
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Existing cable models can be arranged in the three major groups: an-
alytical models, which use the physical background and take into account
material properties and geometry (Kelvin, VUB, RLGC(f) [49], [50]); ratio-
nal functions, which try to fit some measured curves without any physical
modeling; and semi-empirical models (BT, KPN, and MAR [51]), which are
physical models, improved by some less-physical heuristics [52]. The second
and third groups can have problems in time-domain simulations, because of
non-causal behavior [53]. The real and imaginary part of the impedances
in these models are typically independent, whereas they must correspond to
Hilbert transforms, the model to be causal. In case of the MAR model this
was taken into account, so that the MAR model is in fact causal [54]. Be-
sides, an existing non-causal model can be corrected to respect the causality
conditions [55].

All mentioned models assume a uniform transmission line and thus a uni-
form cable, which is usually not true, especially in case of a twisted pair
cable. The modeling methods in [56] and [57] try to take longitudinal vari-
ations into account, dividing the cable into small sections, characterized by
their ABCD matrix, and calculating an ABCD matrix of the whole cable,
using cascade property of ABCD matrices. The computational complexity
of these methods is clearly much higher, than that of uniform models, if the
objective is to improve accuracy by increasing the number of sections. Al-
though the model in [56] is an analytical solution, it is still demanding in a
computational sense and cannot predict all cable discontinuities.

Using results in [52], the MAR model is a good choice, as it is efficient,
easy to estimate, and causal. It has already been used to model an Austrian
cable in [58]. The MAR model uses the following equations, to model the
series impedance and shunt-admittance:

Zs(f) = jωL∞ +R0

(
1

4
+

3

4
·

√
1 +

as(f)(s(f) + b))

s(f) + c

)
Yp(f) = ωCf · (j + tan δ) = jωC1MHz · (jf · 10−6)

−2δ
π , (3.3)

where

ω = 2πf, s(f) =
µ0jf

0.752R0

, Cf =
C1MHz

(f · 10−6)2δ/π
.

This model has seven parameters:

• L∞ is the high frequency inductance per km [H/km],

• R0 is the DC resistance per km [Ω/km],

• a, b, and c are skin effect coefficients,
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• δ is the shunt capacity loss angle (constant),

• C1MHz is the capacitance per km at 1 MHz [F/km].

A typical method of estimating the appropriate values of these parameters
is fitting (also called regression) the model values to the measurement values
at given frequency points. The MATLAB simplex minimization routine can
be used for this (non-linear) task in a following way: a function (called an
objective function), which value should be minimized, is defined as an er-
ror calculating function, assuming the error to be zero mean and normally
distributed. The most popular example is probably the method of Ordi-
nary Least-Squares (OLS), where the objective function calculates the sum
of squared errors, with an error (also called residual) defined as a difference
between measured and modeled value at any frequency point [59]. Other
examples include Least Squares Percentage (LSP) and Mean Absolute Per-
centage Error (MAPE) regressions, see [60] for more details.

The problem of OLS is the lack of robustness: a single outlier (not a
seldom event in measurement data) can have a large effect on the estimate.
There are plenty of examples of another approach, generally called robust
regression, which is supposed to overcome the problems of non-robust meth-
ods: Least Median of Squares (LMS) regression and M-Estimation, to name
a few [59], [61]. The last one minimizes the objective function, where the
contribution of each residual is regulated by some weight function. Through-
out this work, the M-Estimation with Huber weight function is used, being
more robust than OLS and due to its computational simplicity and fast con-
vergence.

3.3 Transfer Function of Linear Bus

Structures

A linear bus topology, as depicted in Fig. 3.2, is an example of a multi-
path channel, as it has taps and branches, which provide multiple paths for
signal propagation: not only the direct path between a receiver and trans-
mitter has to be considered, but also the additional paths, generating echoes
as a result of reflections at impedance discontinuities. Such a channel is also
typical in PLC systems.

There are two approaches for modeling a multi path channel in a power-
line environment. The first, developed in [19] and [62], uses the following
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Figure 3.2: Linear bus topology

equation for the transfer function to model multi-path propagation:

H(f) =
N∑
i=1

gi · e−(a0+a1f
k)di · e−j2πf(di/νp)

The model parameters (parameters description in [62]) are estimated, using
the measurements of the whole system, which is no easy task in a complex
system. Even knowing individual system components, it is hard to predict
system behavior.

Another approach is to split the system in Fig. 3.2 into two-port network
sections, represented by their ABCD matrices, and then calculate the ABCD
matrix TSys of the whole system (which is also a two-port network) and
its transfer function, using the cascade property [63]. A cable of length l (or
actually, a transmission line) can easily be represented as a two-port network,
using its secondary parameters γ and Z0:

TC =

[
cosh γl Z0 sinh γl
1
Z0

sinh γl cosh γl

]
(3.4)

A branching connection can be modeled as a shunt impedance across the
main line:

TS =

[
1 0

1/Zin 1

]
(3.5)

with Zin = AZS+B
CZS+D

, calculated from two-port network ABCD parameters of
the branch, terminated by impedance ZS. The system ABCD matrix is then
a simple multiplication of N segment matrices from equations (3.4) and (3.5),
according to the cascade property [64], [65]:

TSys = T
(1)
C · T

(1)
S · T

(2)
C · T

(2)
S · · · · · T

(N)
C · T (N)

S

The transfer function Hmodel(f) of the bus system can then be calculated
from the ABCD matrix TSys, assuming a known output impedance of the
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transmitter ZS and the input impedance of the receiver ZL as

Hmodel(f) =
ZL

AZL +B + CZSZL +DZS
. (3.6)

Similar to the system transfer function above, the insertion loss (the ratio
between voltage on the load without and with the bus structure) of the
system can easily be calculated:

ILmodel(f) = −20 log

(
ZL + ZS

AZL +B + CZSZL +DZS

)
dB. (3.7)

The latter is usually used for performance calculations, rather than the trans-
fer function (the difference between them is 3 dB, if the reference impedances
are equal and purely resistive), because the power constrains typically apply
to the power actually transferred into the system [64].

For the purpose of time-domain simulations, the discrete frequency trans-
fer function from Eq. 3.6 can be converted into an impulse response, using the
Inverse Discrete Fourier Transform (IDFT). During this process, the band-
limiting of the response and possibility for time-aliasing should be taken into
account, see [66] for more details. Another possibility is to directly model
the channel in time-domain [67], [68].

3.4 Cable and Bus Structure Measurements

In previous sections, the models of a single twisted pair cable and a bus
structure were introduced. In the case of twisted pair cables, the model pa-
rameters can be found in a fitting process, which requires data from single
loop measurements. The bus system model, based on ABCD concatenation,
in its turn can be verified through a corresponding bus system measurement.
This section deals with such measurements and first describes the measure-
ment set-up and calibration or de-embedding methods, followed by the actual
measurement results of single cables and two-port measurements of the test
structures. The focus here is, also, to learn, how the cables behave under
high pressure conditions.

3.4.1 One-Port Cable Measurements

One-Port Set-Up

The single twisted pair cable High-Frequency (HF) electrical character-
istics (e.g. transmission line parameters) as well as a linear bus structure
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transfer function or insertion loss can generally be measured using a Vec-
tor Network Analyser (VNA) 1. The primary and/or secondary transmission
line parameters of a twisted-pair cable can be determined indirectly using
the proposed one-port measurement set-up given in Fig. 3.3. It is supposed
to support high frequency measurements up to 100-200 MHz, where it is still
possible to provide reliable open or short circuit termination conditions.

Figure 3.3: One-port measurement set-up

The VNA (Rohde&Schwarz ZVR) unbalanced measurement ports are
asymmetric Bayonet Neill-Concelman connector (BNC) connectors with Zs =
50 Ω (source port characteristic impedance). The twisted-pair cables used
in this work are balanced (symmetrical) electrical elements with charac-
teristic impedance Z0 ≈ 100 Ω. A special HF transformer, the so-called
balun, is used in this set-up to match impedance on both sides and for bal-
anced/unbalanced conversion. The unbalanced balun port is connected to
the network analyzer port, using a 50 Ω coaxial cable. On the other side, the
balun provides a balanced port with 100 Ω characteristic impedance, which
is used to attach a Device Under Test (DUT), which can be a twisted-pair
cable, a connector, or a more complex structure. Similar set-ups have ex-
tensively been used for measurements of the Asymmetric Digital Subscriber
Line (ADSL) copper loop parameters, for instance in [71], [72], and [73].

This set-up can be schematically represented as a generator with its in-
ternal impedance connected to a two-port network, shown in Fig. 3.4.

Let a1, b1 represent incident (generated) and reflected waves on the input
port of the two-port network, respectively. They can be represented in terms
of two-port network input voltage V1 and current I1 as follows:

1For more information about fundamental principals of vector network analysis the
reader is referred for instance to [69], [70]
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Figure 3.4: Two-port network connected to a generator

a1 =
V1 + ZsI1

2
√
Zs

, b1 =
V1 − ZsI1

2
√
Zs

. (3.8)

The ratio of the amplitude of the reflected wave b1 to the amplitude of the
incident wave a1 is called a reflection coefficient Γ:

Γ =
b1
a1

(3.9)

The reflection coefficient Γin is directly measured by network analyzer on the
input port of the balun.

Using definitions in (3.8) and (3.9) for a two-port network input port of
Fig. 3.4, and keeping in mind that V1

I1
= Zin, input reflection coefficient can

be expressed in terms of the source and input impedances as

Γin =
b1
a1

=
V1 − ZsI1
V1 + ZsI1

=
V1
I1
− Zs

V1
I1

+ Zs

=
Zin − Zs
Zin + Zs

, (3.10)

where Zin represents the input impedance of the measured DUT. This can
be calculated from the measured Γin using Eg. (3.10) and can later be used
to characterize the connected two-port network:

Zin = Zs
1 + Γin
1− Γin

(3.11)

with Zs = 50 Ω. Measuring the input reflection coefficient and calcu-
lating the (generally complex) input impedances for different terminations
(e.g. open/short circuit conditions), connected to the output port of any
two-port network, gives the possibility to calculate the transmission line pa-
rameters or ABCD parameters for any passive two-port network.
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A twisted-pair cable, with a physical length l comparable2 to the wave
length λ (which depends on the measurement frequency range), behaves like
a transmission line. According to transmission line theory ([47], Chapter 10),
any line can be completely characterized by its complex propagation constant
γ = α + jβ and characteristic impedance Z0. The input impedance Zin of a
transmission line, loaded by termination impedance ZL is given by

Zin = Z0
ZL + Z0 tanh(γl)

Z0 + ZL tanh(γl)
, (3.12)

where the secondary transmission line parameters are the unknown variables,
if Zin is known from measurement, according to equation (3.11). Thus, one
needs two independent measurements with different values for ZL to get an
equation system, which can then be solved, to find the unknown secondary
transmission line parameters. The system has a simple solution, if the values
ZL = 0 (short circuit) and ZL =∞ (open circuit) are used. Using Eq. (3.12)

ZS
in = Zin|ZL=0 = Z0 tanh(γl), (3.13)

ZO
in = Zin|ZL=∞ =

Z0

tanh(γl)
, (3.14)

then the secondary transmission line parameters can be calculated as

Z0 =
√
ZS
inZ

O
in · expjnπ, n ∈ [0, 1] , (3.15)

γ = atanh

(√
ZS
in

ZO
in

· expjnπ

)
+ jmπ, n ∈ [0, 1],m ∈ N0 , (3.16)

where the terms with multiples of π represent the two solutions of square
root and the periodicity of inverse hyperbolic tangent, accordingly. These
parameters can easily be converted to primary transmission line parameters,
keeping in mind that

γ = α + jβ =
√

(R + jωL)(G+ jωC) , (3.17)

Z0 =

√
R + jωL

G+ jωC
, (3.18)

where R,L,G, and C are the primary parameters per unit length.
All measurements were done, using the following parameters of the net-

work analyzer:

2As a rule of thumb, when l ≥ λ/10
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• Source power: -10 dBm

• Start frequency: 250 kHz

• Stop frequency: 125 MHz

• Number of frequency points: 2001

• Frequency sweep scale: logarithmic

Every measurement was repeated 3 times and an average calculated. No
outliers were allowed, every measurement with visible outliers was repeated.

Measurements and Modeling Results under Normal Pressure

This and the next sections introduce the results of measurements on differ-
ent underwater cables, using one-port measurement set-up, described above
in Section 3.4.1. The measurement curves were then used to fit the parame-
ters of the so-called MAR-Model [54]. The cables have been measured under
normal (1 bar) pressure and their performance (fitted curves of attenuation
and characteristic impedance) was compared to that of a typical shielded
network cable of category 5e (in terms of TIA/EIA-568-B.2, see [74]).

The cables used during the measurements were:

• 12m UW100 (Black/White, Red/White, Braun/White)

• 8m UW130 (Blue/White, Violet/White, Braun/White)

• 8m UW083 (Blue/Black, Violet/Black, Blue/White)

• 2m UW083 (Blue/Black, Violet/Black, Blue/White)

• 6m Cat5e AWG26 (Blue, Braun, Orange)

All the cables, listed above, have multiple data line pairs. Additionally, all
cables introduce dedicated power lines. These wires will not be used in any
of future usage scenarios. Three data pairs of each cable were measured, to
save time and still have some statistics. The colors of these pairs are given
in the parenthesis. The pairs are chosen such, that two of them have the
smallest distance in between and the third has the largest distance. This
allows some comparison in terms of crosstalk.

All underwater cables are produced by LEONI and correspond to the
cables typically used to build an underwater sonar system. The UW130 cable
is actually the next generation of UW083 cable, so the direct comparison is
of interest.

46



CHAPTER 3. THE TWISTED PAIR BUS CHANNEL

0 5 10

Frequency, [Hz] #107

0

0.1

0.2

0.3

0.4

A
tt
en
u
at
io
n
,
[d
B
/m
]

MAR-Model, R2 = 99:93%
Measured

(a) Attenuation α

0 5 10

Frequency, [Hz] #107

0

1

2

3

4

5

P
h
as
e,

[R
ad

/m
]

MAR-Model, R2 = 99:99%
Measured

(b) Phase β

Figure 3.5: Propagation constant of UW100 cable under normal pressure

The propagation constant (with real part α and imaginary part β, ac-
cording to Eq. (3.17) and characteristic impedance of all the cables were
calculated directly from calibrated measurements and modeled using the
MAR-Model with parameters found by a numerical non-linear minimiza-
tion (Nelder-Mead algorithm [75]) in MATLAB. The measurement results
for each of three pairs of every cable were very similar, and the fitting was
done using the mean of three measurements for each cable type. The mini-
mization function is a least-squares one with outlier minimization, using the
Huber method [61]. The results can be seen in figures 3.5 and 3.6 for the
cable UW100. To characterize the quality of model, a R2 statistical coeffi-
cient of determination is used [76]. It shows, how well the modeled curve
corresponds to the measured one, and takes values in the range of 0 to 100%,
with 100% characterizing a perfect fit.

The measured characteristic impedance in Fig. 3.6 shows some unex-
pected behavior starting at roughly 2 MHz, both in magnitude and phase,
where a rather flat curve was expected. Such behavior can be seen at high
frequencies, measuring rather short cables (also found for instance in [77])
and can have several explanations. First, the difference of electrical length
of short and open termination due to parasitic capacitances violates the as-
sumption behind equations (3.15), used to calculate secondary line param-
eters. This causes errors, especially at frequency points, where the cable
length corresponds to odd multiples of λ/4. Using measurement standards
other than open and short for cable measurement, for instance 50 Ω and 150
Ω, shows much better results at (2m + 1)λ/4 points. This can be also seen
in Fig. 3.6a, black curve. Still, m · λ/2 points are however definitely out of
range. The downside of such measurements is lower accuracy at low frequen-
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Figure 3.6: Characteristic impedance of UW100 cable under normal pressure

cies, which is due to lower precision of termination resistors. The second
reason could be the non-uniformity of the measured transmission line, which
in all calculations above is assumed to be perfectly homogeneous. Never-
theless, the used model is physically-based and allows the prediction of the
characteristic impedance at higher frequencies using only the lower frequency
part of measured impedance and the whole curve of propagation constant.
The R2 parameter is in this case calculated only for the used lower frequency
part of measured Z0. In this case the modeled high-frequency values of mag-
nitude and phase of characteristic impedance show the physically expected
behavior: flat magnitude curve, having its floor roughly from 50 MHz, and
zero phase floor. In the following sections only the modeled curves will be
shown, with corresponding R2 factors.
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Figure 3.7: Propagation constant of different cables under normal pressure

48



CHAPTER 3. THE TWISTED PAIR BUS CHANNEL

The modeling results for other cables can be seen in Figures 3.7 and 3.8.
In terms of attenuation, seen in Fig. 3.7a, both generations of the same

cable are very similar. The thin UW100 cable has a slightly higher atten-
uation (roughly 0.1 dB/m at 125 MHz), despite the fact that all measured
cables have the same AWG26 gauge. The Cat5e cable shows the lowest atten-
uation, starting at 12 MHz and getting increasingly better with increasing
frequency, compared to underwater cables, with roughly 0.1 dB/m at 125
MHz. In terms of quality of model parameters fit, it seems that the UW130
cable of new generation is rather difficult to model, compared to other tested
cables. Still, the value of R2 = 95.94 % means the model precision better
than 5 %.
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Figure 3.8: Characteristic impedance of different cables under normal pres-
sure

Interesting enough, the characteristic impedance, shown in Fig. 3.8a, is
quite different for all measured cables. While UW130 and UW100 tend to
have almost the same impedance, roughly 110 Ω at 100 MHz, UW083 (an
old version of UW130) shows the impedance of Z0 ' 120Ω. Taking into
account that UW100 is used to build the data network, the newer version of
the main bus cable appears to be better matched. Nevertheless, all cables’
impedances, including Cat5e cable, are within specifications.

High Pressure Measurements

To study the behavior of underwater cables under high pressure, the Atlas
own water-filled pressure tank was used. The tank is usually used to test the
integrity and some electrical characteristics of underwater components under
high pressure.
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The cables were mounted inside the tank, with 0.5 m cable ends outside
the tank, to allow for the measurements. This required an additional post-
measurement de-embedding, to remove the influence of these 0.5 m cable
ends.

After the tank door was closed, all the cables were measured at four pres-
sure steps: 11, 31, 51, and 71 bar, corresponding to sea depth 100, 300,
500, and 700 meters respectively. Unfortunately, the tank control equipment
has a quite low pressure precision (±5 bar), especially at low pressure, and
has no automatic control. The measurement results can be interpreted rela-
tively, showing the trend, but a precise mathematical description of physical
phenomena cannot be achieved due to these inaccuracies.

0 5 10

Frequency, [Hz] #107

0

0.2

0.4

0.6

A
tt
en
u
at
io
n
,
[d
B
/m

]

1BAR
11BAR
31BAR
51BAR
71BAR

(a) Attenuation α

0 5 10

Frequency, [Hz] #107

0

1

2

3

4

5

P
h
as

e,
[R

ad
/m

]

1BAR
11BAR
31BAR
51BAR
71BAR

(b) Phase β

Figure 3.9: Propagation constant of UW100 cable under pressure

The behaviour of the propagation constant under pressure can be studied
with the example of the UW100 cable, Fig. 3.9. Both the attenuation and the
phase constant are increasing with increasing pressure. This effect is quite
pronounced with an about 16 % higher attenuation under 71 bar, compared
to normal pressure attenuation, measured at 100 MHz, and shall be taken
into account in channel modelling.

The parameters of a twisted pair cable, which is essentially a two-wire
transmission line, can be defined as a function of its geometry (Chapter 10
in [47], also Chapter 2 in [46]):

C =
πε0εr

acosh(D/d)
, L =

µ0µr
π

acosh(D/d) ,

Z0 =
1

π

√
µ0µr
ε0εr

acosh

(
D

d

)
,

(3.19)

50



CHAPTER 3. THE TWISTED PAIR BUS CHANNEL

106 108

Frequency, [Hz]

90

100

110

120

Im
p
ed
an

ce
,
[O

h
m
] 1BAR

11BAR
31BAR
51BAR
71BAR

(a) Magnitude of Z0

106 108

Frequency, [Hz]

-0.1

-0.05

0

P
h
as

e,
[R

ad
ia

n
s]

1BAR
11BAR
31BAR
51BAR
71BAR

(b) Phase of Z0

Figure 3.10: Characteristic impedance of UW100 cable under pressure

with primary transmission line parameters C and L, characteristic impedance
Z0, relative permittivity εr and permeability µr of the isolator between the
wires with diameter d, separated by a distance D.

Assuming the constant permittivity and permeability, as well as nearly
constant wire diameter 3, the only parameter that can change strongly is the
distance between the wires D. Rising pressure can possibly only reduce the
distance between the conductors, decreasing the value of D. The expression
for Z0 in (3.19) depends on the inverse hyperbolic cosine, which decreases
with decreasing argument D. Thus, the theoretically predicted behavior
would be a decreasing characteristic impedance with increasing pressure. As
can be seen in Fig. 3.10a, this is actually the case with UW100.

Similar to UW100 example, also the other underwater cables were mea-
sured. The results are depicted in a more compact form in figures 3.11 and
3.12, where propagation constant and magnitude of characteristic impedance
at 100 MHz are shown. The behavior at other frequencies is very similar and
this compact form allows easy comparison between different cable types.

All the cables have shown increased attenuation and phase constant under
pressure, UW100 and UW130 seem to reach the floor at 50 bar - depending on
materials and mechanical structure used, the cables are already compressed
to some minimum and one does not see an effect from a further pressure
increase.

Two pieces of UW083 type cable of different lengths were used to study
the influence of calibration and de-embedding inaccuracy on the final mea-

3Or at most getting reduced very slightly in case of stranded wires, which could be a
reason for higher attenuation under pressure. Besides, the measurements under normal
pressure afterwards have shown, that this change is not residual.
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Figure 3.11: Propagation constant of different cables under pressure at 100
MHz

surement result. The attenuation of a longer piece is almost linearly increas-
ing with the pressure, except for one point at 30 bar, where it does not seem
to reach its floor. The shorter piece shows a completely different, quite un-
expected, trend. This can be a sign of an inaccurate de-embedding: half
of the cable should be eliminated from the measurements and only a 1 m
piece experiences high pressure. The 30 bar point outlier can be seen both
in Fig. 3.11a and Fig. 3.11b, the possible explanation could be a sudden
pressure loss, while the measurement was taken.

The characteristic impedance of different underwater cables in Fig. 3.12
shows a similar trend for all cable types. Comparing UW130 and UW083 (8 m
piece) it is obvious, that the newer version has better mechanical properties,
resulting in the characteristic impedance less dependent on the pressure.
Starting from 50 bar both cables have almost the same Z0, but the change
of impedance value is about 17 % for UW083 and under 10 % for UW130,
compared to starting values.

The outlier at 30 bar, seen in Fig. 3.11 for UW083, cannot be found
in Fig. 3.12, which is quite strange, if a sudden pressure loss would have
occurred. At the time of writing, there is no other plausible explanation for
this behavior.

3.4.2 Two-Port Linear Bus Structure Measurements

While a single cable can be measured, using the method of the previous
subsection, where the VNA was measuring the reflection factor (corresponds
to S11), the measurements of a more complex structure, like a bus system,
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Figure 3.12: Magnitude of Z0 of different cables under pressure at 100 MHz

require two-port VNA measurements of all scattering parameters. The S-
parameter matrix S =

(
S11 S12
S21 S22

)
describes any two-port network completely,

similar to ABCD parameters. The measurement of these parameters requires
matched terminations instead of open and short conditions a the DUT ter-
minals, which are difficult to achieve at high frequencies.

Two-port Set-Up and Calibration

The previously used VNA can directly measure S-parameters. How-
ever, similar to the one-port set-up, one needs baluns to provide impedance
and balance-unbalance conversion. The whole two-port set-up, depicted in
Fig. 3.13, naturally uses two baluns of the same type at two BNC ports of
VNA.

The following parameters of the network analyzer are used for all two-port
measurements:

• Source power: -10 dBm

• Intermediate (mixer) frequency: 1 kHz
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Figure 3.13: Two-port measurement set-up

• Start frequency: 250 kHz

• Stop frequency: 125 MHz

• Number of frequency points: 2001

• Frequency sweep scale: logarithmic

For the two-port calibration, a well-known Short-Open-Load-Through
(SOLT) method is used, utilizing a 12-term error model [78]. A more recent
method from [79], already mentioned in the one-port calibration subsection,
could also be used at this point. However it does not seem to provide better
accuracy than SOLT at the frequencies of interest. Besides, the math behind
is more complicated and the choice of equations is not obvious, depending
on used standards. In any case, all four S-parameters need to be measured,
even if the interest is in only one of them, e.g., S21 (insertion loss).

Measurement and Modeling Results

For model verification purposes two similar bus structures, each with
three taps (or nodes), have been measured. Figure 3.14 shows the general
schematics of both structures. The difference between the two is the used
cable and segment lengths: while the first is build using usual Cat5e cable, the
second uses two underwater cables (UW083 and UW100), already measured
in previous subsection.

The measured S21 parameter can be directly interpreted as insertion loss
(expressed in dB here), because both ports use the same, purely resistive
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Figure 3.14: Bus system structure, used for model verification

reference impedance of 100 Ω:

S21(meas)(f) = −20 log10(|S21|) dB

The measured insertion loss is then compared to the modeled one, using
Eq. (3.7) from Section 3.3. The ABCD model is developed, using the pre-
viously measured and fitted cable models, with the corresponding segment
lengths.

The first bus system measurement and modeling results can be seen in
Fig. 3.15a. The segment cable length are as follows: 1 m between stubs,
0.2 m branch cable, 1 m from last stub to termination and from first stub
to receiver. One port of the VNA was always connected to the receiver
node (see Fig. 3.14), another port was connected to one of the source nodes,
with others being terminated by 100 Ω resistors. The connectors, used to
build up the system were not taken into account. This could be a reason for
insertion loss modeling error in Fig. 3.15b, especially at higher frequencies.
Nevertheless, the maximum absolute error of about 0.3 dB can be considered
a good result, also R2 factors all exceeding 96%.
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Figure 3.15: Modeling of the bus structure with 3 stubs
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Another measured and modeled bus structure is a segment with 3 stubs
of an actual underwater cabling, having 32 stubs. This real-world example
is less homogeneous, than the first bus structure: it has 2.5 m UW083 cable
between the stubs and 2 m from last stub to the cable end and from first stub
to the receiver. First and second branches are made of 0.7 m UW100 cable
and the third one is 5 m long. All the measurements are done between the
receiver connector and the third (longest branch) source node, while other
nodes are left open and the end of the line is not terminated.
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Figure 3.16: Modeling of the underwater bus structure with 3 stubs at normal
pressure

The channel has an obvious frequency selectivity, as can be seen in
Fig. 3.16, with notches because of the bridge taps. Under normal pressure
this channel can be fairly well modeled, even though the maximum absolute
error can be as high as 3 dB. These error peaks occur at the notches - re-
gions of high attenuation - so that the relative error is still under 10%. The
connectors and moreover the splices can be the source of these errors, similar
to the first example.

The same measurement under pressure (71 bar) shows similar behavior
in Fig. 3.17. The absolute error is slightly higher than under normal pres-
sure. The reason for this could be the impedance mismatch between cables
of different types, connectors and splices. The mismatch is getting higher
with increasing pressure and neglecting connectors and splices in the model
produces higher error levels under pressure.
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Figure 3.17: Modeling of the underwater bus structure with 3 stubs at high
pressure (71 bar)

3.4.3 Crosstalk Measurements

Crosstalk describes the possible coupling between different pairs in a ca-
ble. This section deals with characterizing this coupling through measure-
ments. First, a measurement set-up, using the VNA is introduced, as well
as near-end and far-end crosstalk definitions, followed by the measurement
results of underwater cables under normal and high pressure, compared to
crosstalk in Cat5e cables.

As stated in the previous section, a typical underwater cable has multiple
twisted pairs. These wires can be used as parallel channels for different
sensors, as redundant channels, or as a mixture of both strategies – channel
bonding. In all these cases the crosstalk becomes a source of noise, which is
measured here. The future applications can possibly take advantage of this
knowledge by applying MIMO or spectrum management algorithms.

Crosstalk Measurement Set-Up

A non-ideal twisted-pair cable, even used in a differential mode, radiates
electromagnetically and thus induces signals in neighboring twisted pairs
[80]. This signal is called crosstalk and is one of the noise sources in a com-
munication system. Figure 3.18 illustrates two types of crosstalk, Near-End
Crosstalk (NEXT): a signal, produced by near-end transmitter, which affects
a near-end receiver; and Far-End Crosstalk (FEXT): a signal, produced by
near-end transmitter, which affects a far-end receiver or vice versa.

To measure the levels of both NEXT and FEXT, a two-port measurement
set-up is needed. To the measurement set-up from Section 3.4.1, a second
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Figure 3.18: NEXT and FEXT Crosstalk

balun is added, with both baluns connected to two ”external” ports of the
network analyzer. During a NEXT measurement, one of twisted pairs (a
’victim’) is connected to any one of the baluns, while another twisted pair on
the same cable side (an ’aggressor’) is connected to the other balun’s balanced
port. The far-end of both pairs are terminated with 100 Ω resistors. A FEXT
measurement is analogue to NEXT measurement, the second balun is simply
connected to an ”aggressor” twisted pair on the far-end cable side, instead of
connecting it on the same side, as the ’victim’ is connected to its balun. The
so-called Equal-Level Far-End Crosstalk (EL-FEXT) is the FEXT divided
by the cable’s transfer function.

Before these measurements can be evaluated, the set-up needs to be cali-
brated. A simple method of calibration in this case is a through-calibration,
which includes only one measurement of both baluns, with balanced ports
connected. Thus, the transfer function of both baluns is measured. The true
measurement result can then easily be calculated by dividing a raw measure-
ment by the calculated transfer function of both baluns.

Measurement Results

The cables used during the crosstalk measurements were:

• 12m UW100 (B/W, R/W, Br/W)

• 8m UW130 (Bl/W, V/W, Br/W)

• 8m UW083 (Bl/B, V/B, Bl/W)

• 6m Cat5e AWG26 (Bl, Br, O)

with pair colors given in brackets.
A typical example of NEXT and FEXT as functions of frequency is given

in Fig. 3.19. The general increase of coupling with frequency is a well-known
phenomena, also taken into consideration by crosstalk models [80]. It is be-
sides obvious that the crosstalk level between blue-white and violet-white
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pairs is much higher than between other pairs. This is an expected behavior,
as exactly these pairs are next to each other in a cable, such that the cou-
pling could be expected to be high. Similar results were obtained with other
underwater cables.
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Figure 3.19: Crosstalk in UW130 under normal pressure

Unexpected, on the other hand, is the crosstalk level in underwater ca-
bles under pressure. Intuitively, pressing the pairs together should increase
the coupling, analogue to the decreasing characteristic impedance through
decreasing the distance between the wires in Section 3.4.1. This is only very
slightly the case, as can be seen in Fig. 3.20. Other cables have shown a very
similar behaviour and will not be shown here.
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Figure 3.20: Crosstalk in UW130 under pressure

To produce a more compact readable form, only one, typically with high-
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est magnitude, FEXT/NEXT curve for each cable type is considered in the
following. Comparing the crosstalk magnitudes of the underwater cables
under pressure to those of a standard Cat5e cable (see Figure 3.21), the con-
clusion is that the network cable has a considerably lower coupling between
its pairs. It is well known, that the pairs in a Cat5e cable have different and
variable twisting periods to avoid crosstalk. The tested underwater cables
apparently do not try to avoid the coupling. Nevertheless, the crosstalk is
quite different in these cables: while the UW130 cable is the worst of all,
both in terms of higher NEXT and FEXT magnitudes, the UW083 cable has
lower FEXT coupling and the UW100 cable has lower NEXT magnitude,
almost comparable to the Cat5e cable.
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Figure 3.21: Crosstalk of different cable types

3.4.4 Noise and its Modeling

One of the capacity limiting factors in any communication system is noise,
which along with power constraints and channel distortion determines the
Signal-to-Noise Ratio (SNR) at the receiver.

Different types of noise can be found in PLC systems ([81], [9]): colored
background noise with low PSD, periodic and aperiodic impulsive noise, syn-
chronous and asynchronous to the mains frequency. Originally the study
of the PLC noise environment concentrated on in-house alternating current
(AC) systems ([62], [82]), where the impulse noise due AC/DC converters and
switching transients in the network is more pronounced. In recent years the
direct current (DC) PLC in-vehicle systems became more popular. The main
sources of impulsive noise in such systems are DC/DC converters and elec-
tric engines [83]. The in-vehicle noise and channel characterization has been
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carried out in [84], [85], [86], and [83]. Similar results have been obtained for
a spacecraft DC PLC differential system in [87].

An empirical model of the background colored Gaussian noise

NOMEGA =
1

f 2
+ 10−15.5 mW/Hz,

with f - frequency in Hz is proposed for in-house PLC systems in [88], based
on observations of real systems. Another model

NA = −25 · log(f · 10−6)− 94 dBm/Hz, (3.20)

can be found in [89], which is much more pessimistic, as can be seen in
Fig. 3.22. Even compared to the impulse noise measurement results in [83],
this model has a similar PSD shape and level. Before the noise measurements
of the real hardware are available, the model from Eq. (3.20) will be used
in capacity calculations. The early noise measurement attempts shown in
Fig. 3.23 suffer from a rather high noise floor due to the used spectrum ana-
lyzer setup. Nevertheless, it can be concluded that the used model does not
exactly describe the actual noise environment, especially the high-frequency
peaks.

Another classical noise source is crosstalk, due to coupling between dif-
ferent data lines. This type of noise is of great importance in VDSL systems,
with many telephone pairs bundled into one cable. There are just a few pub-
lications (e.g. [90]), concerning crosstalk in PLC systems. In the in-house
systems, which are unbalanced with respect to ground, this issue is rather
an Electro Magnetic Interference (EMI) problem. The PSD masks limit the
available bandwidth, thus reducing the interference. In currently developed
in-vehicle DC PLC differential systems the cables are usually not bundled
and crosstalk is negligible, also because of low-bandwidth operation.

Any digital multi-carrier system has practical constrains on the resolu-
tion of used Analog-to-Digital (A/D) and Digital-to-Analog (D/A) converters
and transform logic (e.g. Fast Fourier Transform (FFT) blocks). The limited
dynamical range of the components results in clipping of the time-domain
signal, which is known to be a Gaussian random process with a high peak-to-
average ratio. The overload and a quantization error in A/D-D/A converters
can be considered to be additive overload and quantization pseudo-noise [91],
[92]. In [93] an optimum value for the clipping ratio depending on the bit
resolution for both uniform and non-uniform quantization is obtained, which
optimizes the SNR. A simple model for both overload noise No and (uni-
form) quantization pseudo-noise Nq, given in [94], assuming the amplitude
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Figure 3.22: Background noise models

Figure 3.23: Background noise measured on a prototype board
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distribution of multi-carrier time-domain signal to be Gaussian is

Nq =
(k · σ)2

3 ·M2
, No =

√
2

π
· σ

2

k
·
(

1 +
2 · k2

3 ·M2

)
· e−k2/2, (3.21)

where σ is the standard deviation of the voltage waveform, k is the number
of standard deviations passed (voltage amplitude larger than k · σ results
clipping in the A/D converter), and M is the number of quantizer levels.

3.5 Channel Capacity of a Twisted Pair

Linear Bus

The transfer function measurements and simulations of the twisted pair
linear bus structures in Section 3.4.1 have revealed the frequency selectivity
of such channels due to their multi-path nature ([62], [19]). Moreover, the
Gaussian noise in PLC systems is generally non-white. A frequency-selective
channel can be converted to an equivalent set of (Nc → ∞) non-interfering
Additive White Gaussian Noise (AWGN) flat sub-channels, called a parallel
channel, assuming the independent noise across the sub-channels [95]. The
calculation of the capacity CNc for such a parallel channel is an optimization
problem [27]

CNc = max
P1,··· ,PNc

Wi

Nc∑
i=1

log

(
1 +

Pi|Hi|2

NiWi

)
, (3.22)

Nc∑
i=1

Pi = P, Pi ≥ 0, i ∈ [1, Nc] , (3.23)

where Pi is the power, allocated to each sub-channel, Hi, Ni, and Wi are
sub-channel transfer function, noise and bandwidth, respectively, and P is
the overall power constraint. The solution to this problem, using Lagrangian
methods, is the optimal power allocation, usually referred to as water-filling
[95], which converges to

P (f) =

(
1

λ
− NiWi

|H(f)|2

)+

,

where the constant λ satisfies

Nc∑
i=1

Pi = P .
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Figure 3.24: Capacity of the upstream channel

The capacity of a twisted pair linear bus was studied, using the water-
filling algorithm, implemented in MATLAB, with transfer function and noise
modeling, according to (3.4.1) and (3.4.4), respectively. The modeled linear
bus structure has 32 taps, connecting 32 nodes to the base station, and uses
1 m underwater cables from Section 3.4.1 between the taps and as branches.
The cable length between the base station and the first node is 60 m. The
calculated capacities for each node are depicted in Fig. 3.24 for the upstream
(2-100 MHz bandwidth) and in Fig. 3.25 for the downstream (0.2-1 MHz
bandwidth). The common power constraint in both cases is P = 0.1 W
for any transmitter. The capacities for the upstream channel are calculated
assuming TDMA sharing: transmitter at the currently used node and the
receiver (base station) have an input/output impedance of 100 Ω, while the
other nodes have the high input impedance (125 kΩ). The downstream chan-
nel is a broadcast channel: all nodes (receivers) have an input impedance of
20 kΩ, while base station transmitter has an output impedance of 100 Ω,
which matches roughly the characteristic impedance of the used cables.

The cable on the far end (from base station’s point of view) is not termi-
nated. Although this is usually done in baseband unmodulated bus systems
to prevent and attenuate reflections, this also results in a power loss due
to the voltage divider. A multi-carrier system takes the multi-path effects
(e.g. Inter-Symbol Interference (ISI)) already into account and the capacities
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Figure 3.25: Capacity of the downstream channel

in a non-terminated system compared to the terminated one of the same con-
figuration in the download path (at high frequencies) are almost identical,
as can be seen from Fig. 3.24. The downstream path (at low frequencies)
is more homogeneous in the terminated system, with comparable or slightly
higher overall capacity in the non-terminated system (Fig. 3.25).

The available capacities in the underwater bus system are reduced under
high pressure, as can be seen from figures 3.24 and 3.25. The capacity loss
depends not only on the pressure, but it is also proportional to the distance
between a node and the base station: the pressure influence, investigated in
Section 3.4.1, is more pronounced, as the cable length (or equivalently the
number of segments) increases.
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Chapter 4

Fundamentals of Multi-Carrier
Modulation

Multi-carrier systems are known to be well suited for a channel with ISI
[96], and thus the primary transmission system candidate for the multipath
channel of a linear bus structure from the previous chapter. The basic idea
behind any multi-carrier (sometimes called multi-channel) system is to parti-
tion the available channel bandwidth into a set of independent narrow-band
sub-channels, transmitting a large number of bits in parallel at a low symbol
rate. This chapter describes the basics of the multi-carrier data transmission,
essential for any practical implementation.

4.1 Multi-Carrier Channel Partitioning

Channel partitioning methods play a key role in any multi-carrier sys-
tem, dividing a given channel into a set of N parallel, ideally independent,
sub-channels. Every sub-channel can be considered an individually modu-
lated single-carrier channel. The number of sub-channels N should be large
enough, so that the frequency response across the bandwidth of each sub-
channel is flat - this eliminates ISI and thus the need for complex equalization
[97].

The partitioning can be done using any set of so-called orthonormal basis
functions φi(t), characterized by∫ ∞

−∞
φm(t)φn(t)dt = δmn, where δmn =

{
1 m = n

0 m 6= n
,

and using single carriers with the frequencies fk = k/T, k = 0, ..N for the
sub-channels in a baseband system, with symbol period T , assuming equal
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sub-channel bandwidths. In this basic multi-tone system a generic modu-
lator in the transmitter modulates the vector output by the corresponding
basis functions φk(t), creating Quadrature Amplitude Modulation (QAM)
(or Pulse Amplitude Modulation (PAM)) sub-symbols. In the demodulator,
a matched filter is used to process each sub-channel as a baseband signal,
followed by a maximum-likelihood detector to independently reconstruct the
transmitted sub-symbols [98].

An optimal choice of basis functions, remaining orthogonal for an AWGN
channel, is shown to be the set of eigenfunctions of the channel [98]. Being
theoretically optimal, the eigenfunctions (or modes) are not well suited as
basis functions for a practical system: as the eigenfunctions of different chan-
nels differ, the basic hardware should be flexible and reconfigurable and thus
complicated. Besides, such design would require an infinite delay [97]. For
this reason, practical systems use partitioning methods that do not depend
on the channel and can be efficiently implemented, like the Discrete Fourier
Transform (DFT) or Discrete Cosine Transform (DCT).

4.1.1 DFT-Based Partitioning for OFDM/DMT

Orthogonal Frequency Division Multiplexing (OFDM) and its baseband
variant Discrete Multi-Tone modulation (DMT) are two most frequently used
multi-carrier modulation methods, used in both wire-line (e.g. ADSL) and
wireless (e.g. Long-Term Evolution (LTE)) transmission systems, respec-
tively. Both use a cyclic prefix, prepending the last ν time-domain sam-
ples at the beginning of each symbol, consisting of N samples, such that
s−k = sN−k , for k = 1, ..., ν. When the cyclic prefix is longer than the
channel impulse response, the received time-domain sequence r, distorted by
the channel, can be represented as

r = H̃s + n (4.1)

with a cyclic channel (convolution) matrix H̃, which has an important prop-
erty that Singular Value Decomposition (SVD) can be replaced by the eigen-
decomposition

H̃ = MΛMH , (4.2)

with a single unitary vector coding matrix M (MMH = MHM = I) for both
receiver and transmitter and a square diagonal eigenvalue matrix Λ. In case
of both DMT and OFDM [98], the vector coding matrix M corresponds to
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a normalized IDFT matrix FH , given by

FH =
1√
N


1 1 1 · · · 1

1 e−j
2π
N e−j

2π
N

2 · · · e−j
2π
N

(N−1)

1 e−j
2π
N

2 e−j
2π
N

4 · · · e−j
2π
N

2(N−1)

...
. . .

...
...

...

1 e−j
2π
N

(N−1) e−j
2π
N

2(N−1) · · · e−j
2π
N

(N−1)2

 . (4.3)

Keeping in mind that the QAM-modulated input x and output y of an
OFDM/DMT system are explicitly related to the corresponding time-domain
sequences as

s = FHx (Transmitter IDFT)

y = Fr (Receiver DFT) ,

the system description of Eq. 4.1 can be rewritten as

y = Fr = FH̃s + Fn =

= FFHΛFFHx + Fn =

= Λx + Fn ,

exploiting the relation in Eq. 4.2. For each sub-carrier, the N ×N diagonal
matrix Λ contains channel coefficients in DFT-domain, such that the channel
is partitioned in independent sub-carriers, usually denoted as channel diago-
nalization. The use of a cyclic prefix and the cyclic extension of the channel
results thus in a simple and efficient implementation (e.g. FFT realization of
DFT), and can eliminate ISI, when the channel impulse response is shorter
than the cyclic prefix length.

For the channel input signal s to be real, the input sequence x has to be
conjugate symmetric. In practice, this means that the DFT size should be
twice the length of x, that is 2N , in the case of the baseband transmission.

An alternative basis function set, proposed in [99], is based on the DCT
instead of the DFT. It requires just half the bandwidth, compared to a DFT,
but only if the input data sequence x is real, obtained by real-valued mod-
ulation (e.g. PAM, Binary Phase Shift Keying (BPSK)) [100]. It has, how-
ever, no real advantage when using higher order complex-valued modula-
tion schemes (e.g. QAM), which are expected to be possible on a low-noise
twisted-pair bus channel with relatively low attenuation.

4.2 Bit-Loading in DMT Systems

The baseband DMT and OFDM systems can use the fixed constellation
size (or the equal number of bits bn) across the N sub-channels, or the bits bn
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and energy εn distribution can be optimized for a given channel. An example
of such a bit-loading algorithm is the water-filling from Section 3.5, which is
in fact known to calculate the optimum distribution.

Depending on the objective, a bit-loading algorithm typically either max-
imizes the data rate under total power and bit-error ratio (BER) constraints
(rate-adaptive bit-loading, Eq. (4.4)) or minimizes the total energy E at de-
sirable data rate and BER (margin-adaptive bit-loading, Eq. (4.5)) [98]. Yet
another possibility, proposed in [101], is to minimize the error probability.
There are also algorithms with multiple objectives like in [102], [103].

max
Pn

b =
N∑
n=1

bn ,

subject to P =
N∑
n=1

Pn ,


Rate-adaptive (4.4)

min
Pn

P =
N∑
n=1

Pn ,

subject to b =
N∑
n=1

bn ,


Margin-adaptive (4.5)

Typically, a SNR Shannon gap approximation Γ

Γ =
1

3

[
Q−1

(
SER

4

)]2
, Q(x) =

∫ ∞
x

e−u
2/2

√
2π

du , (4.6)

at the desired symbol error ratio (SER) for QAM constellations [98] (also
exists for M -ary Phase Shift Keying (PSK), see [104]) is used to calculate
values for bn:

bn =
1

2
log2

(
1 +

Pngn
Γ

)
,

where gn is a sub-channel gain.
Without coding, it is impossible to implement an encoder/decoder for

fractional bits, resulting from the optimum water-filling. A number of sub-
optimal discrete units bit-loading algorithms, approximating the water-filling
distribution, has been developed to overcome this problem. On the one hand,
there are algorithms, adopting water-filling results (e.g. rounding gap-based
bit-loading) to get the finite bit granularity. Chow’s algorithm is one of the
first examples [105], [106]. On the other hand, there are optimum discrete
loading algorithms, based on greedy methods. An approach, first suggested
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in [107] and significantly improved in [108]. As the greedy methods are
already optimum (at least in a margin-adaptive case), the research in this
field concentrates on introducing less computationally complex algorithms
([109], [110], [111]), possibly utilizing unequal-BER requirements across the
sub-channels [112].

4.3 PAR Reduction

A well-known drawback of multi-carrier modulation methods (e.g. DMT),
is a high Peak-to-Average Ratio (PAR), defined as

20 log10

(
Vpeak
VRMS

)
dB ,

where Vpeak is the peak voltage of the time-domain waveform and VRMS is the
Root Mean Square (RMS) of that waveform [97]. The time-domain signal is
a sum of N random variables and can be considered to be a Gaussian random
process, according to the central limit theorem [98]. In a DMT system with
many sub-carriers and possibly large constellations the PAR is estimated to
be around 20 log10(

√
3N) dB [91]. A VDSL2 system with N = 2000 has

thus a theoretical PAR of roughly 38 dB. All analog components, such as
amplifiers and filters should remain linear within the wide range of input
levels and the line driver has to be capable of accommodating the peak
power.

In practice, components with lower power input range are used. The
probability of very large values in a Gaussian distribution is very small and
in such events signal clipping is just tolerated, taken into account as noise.
Increasing the quantization step size in A/D-D/A converters can help avoid
clipping, but introduces higher quantization noise. An optimum trade-off
between clipping and quantization noise is described in Section 3.4.4.

Over the years, many methods for PAR reduction have been introduced
(e.g. Selected Mapping, Partial Transmit Sequences [113]), which would re-
duce clipping probability. Currently, tone injection and reservation methods,
originally studied by Tellado [114] and extended in [115] and [116], are widely
used in practice, mostly due to their low complexity. The basic idea behind
the tone reservation is to define a subset of available sub-channels that are
used to produce a Dirac-like signal, which iteratively reduces the time-domain
peaks, generated by the remaining data sub-channels [97].
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4.4 Channel and Noise Estimation

The bit-loading algorithms above expect the sub-channel’s SNR to be
known. While the information about the channel conditions can be a priori
known in a simulated environment, a real system needs to estimate the sub-
channel gains and noise levels. Typically, a repeated sequence of M symbols
known to both the transmitter and receiver is used in a process, known as
training, for channel identification. For a fully periodic training signal, the
receiver averages the time-domain sequence ym

ȳ =
1

M

M∑
m=1

ym ,

and estimates each sub-channel frequency response Ĥn, using the DFT of the
averaged time-domain signal Ym,n as

Ĥn =
M∑
n=1

Ym,n
Xm,n

, (4.7)

where Xm,n is the DFT of the m’th training symbol xm on sub-channel n
[97].

Noise estimation, assuming that the noise is zero-mean, is similar to
the frequency response identification [97]. Using previously estimated Ĥn,
a residual error Em,n on sub-channel n is defined as

Em,n = Ym,n −Xm,nĤn .

Transmitting M + 1 training symbols (the first symbol flashes the channel
and is not taken into account) and estimating the variance of error Em,n,m =
2, ..M + 1, results in the noise variance estimate on sub-channel n

σ̂2
n =

1

M

M+1∑
m=2

|Em,n|2 . (4.8)

Clearly, for both channel and noise estimation increasing the number
of symbols M in the training sequence results in a better SNR estimation
accuracy. The ADSL G.992.1 standard recommends, for instance, a pseudo-
random sequence of 16384 symbols for channel estimation, while [97] shows
that less than 500 symbols could be enough to limit the error to 0.1 dB.

As soon as the channel is known, a simple frequency-domain equalizer
(Frequency-domain Equalizer (FEQ)) compensates for scaling and rotation
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due to sub-channel gains. It uses a single complex multiplication

X̂n = Yn
1

Ĥn

.

to zero the noise-free error between the input Xn and Yn
Hn

[98].

4.5 Synchronization in Multi-Carrier Systems

A baseband multi-carrier system, DMT, needs two synchronization tasks
to be solved: symbol (or frame) and sampling frequency synchronization.

The symbol synchronization ensures that the incoming symbol fits into an
FFT window. The FFT can only produce meaningful results if all the data
samples in the time domain belong to one symbol, otherwise the orthogonal-
ity is violated. The absolute position of the first sample within the symbol
is almost arbitrary, as an offset in the time domain introduces a phase shift
in the frequency domain, which can easily be corrected by the FEQ. The
methods of symbol boundary acquisition can be either blind or data-aided.
In data-aided methods, a special training sequence (a preamble), preceding a
data frame, is constructed at the transmitter and the receiver can search for
the predefined sequence to obtain the symbol start position θ. The preamble-
based timing synchronization is known to be more robust [117], [118], [119],
but also requires additional bandwidth for the preamble transmission. The
blind synchronization ([120], [121]) uses redundancy of the cyclic prefix, only.
Also a mix of two worlds has been proposed in [122]. In all cases, either the
Minimum Mean-Squared Error (MMSE), the Maximum Likelihood (ML), or
Maximum Correlation (MC) methods can be used [123].
The maximum correlation method uses a coefficient

γ(m) =
m+ν−1∑
k=m

r(k)r∗(k +N) , (4.9)

where N and ν are the symbol length and the length of cyclic prefix in
samples, respectively, and r(k) represents the received signal, to define an
MC estimator [124]

θ̂MC = arg max
m

γ(m) .

The ML and MMSE estimators ([121], [125]) are given by

θ̂MMSE = arg max
m
|γ(m)| − Φ(m) ,

θ̂ML = arg max
m
|γ(m)| − ρΦ(m) ,
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with γ(m) given in (4.9) and Φ and ρ defined as

Φ(m) =
1

2

m+ν−1∑
k=m

|r(k)|2 + |r(k +N)|2 ,

ρ =
SNR

SNR + 1
.

Depending on the duration of the channel impulse response, the perfor-
mance of blind methods can degrade, because the cyclic prefix will be more
corrupted by ISI and does not strictly represent the copy of last ν samples
of the symbol any more. The maximum correlation in this case does not
necessarily points to the start sample and the synchronization is not precise.
This is usually the case in multi-path dispersive channels, for which robust
blind methods have been proposed, for instance, in [117] and [126].

Another source of synchronization inaccuracy is, of course, noise, which is
not taken into account by any of the above-mentioned estimators. In practice,
averaging over some DMT symbols is used to obtain a clearer indication of
the symbol boundaries [97].

The sampling frequency synchronization can be done after the initial
coarse symbol sync and also uses the correlation coefficient from Eq. (4.9).
The frequency offset ε between the receiver and transmitter sampling clocks
is then estimated as

ε̂ = − 1

2π
6 γ(θ̂) .

It should be noted that the above methods are mostly used for the coarse,
or initial, synchronization. Fine timing acquisition and tracking are discussed
in [127] in more detail.
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Chapter 5

Time-Domain Equalization

The Time-domain Equalizer (TEQ) in DMT systems concentrates on
shortening the impulse response, reducing the required length ν of the cyclic
prefix and is placed at the receiver, as shown in Fig. 5.1. Without an equal-
izer, the required length of the cyclic prefix leads on many channels to a
high data rate loss, defined as ν/N , with N carriers. Increasing N would
minimize the excess-bandwidth but would also result in increased hardware
complexity and latency. Introducing a TEQ (basically an FIR filter) can thus
help minimizing ν/N , keeping the implementation complexity low.

Non-blind (or trained) TEQ methods were the first proposed in [128],
[129], whereas blind algorithms, exploiting the redundancy of the cyclic pre-
fix, are only recently becoming popular [130]. Originally, the only concern
of TEQ taps calculation and adaptation algorithms was making the impulse
response shorter than the cyclic prefix (or guard interval). Maximizing the
channel capacity, or alternatively the geometric mean of the SNR, while
keeping the impulse response short was first treated in [131] and [132] and
is an optimization criterion in all most recent algorithms. An overview and
evaluation of TEQ design approaches, including the MMSE TEQ, maximum
shortening SNR [133], and per-tone equalization are given in [134].

Figure 5.1: DMT system with a time-domain equalizer (TEQ) at the re-
ceiver. The serial/parallel conversions are included in the DFT implementa-
tion (FFT).
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5.1 Channel Impulse Response Shortening

A method that can be called classical nowadays is to introduce an equal-
izer before performing the FFT, with FIR coefficients w defined such that
for the overall effective impulse response heff (n) = h(n) ? w(n), Lheff ≤ ν
is strictly fulfilled. The first algorithms to calculate such a shortening time-
domain equalizer (TEQ) for a multi-carrier system were introduced by Chow
and Cioffi in [135]. The main idea of this group of algorithms is to introduce
a reference system with the desired impulse response and find a solution,
which minimizes the minimum squared error (MMSE) between the reference
and the actual TEQ output.

Another approach, maximum shortening signal-to-noise ratio (MSSNR),
first introduced by Melsa in [133], maximizes the energy in the part of the
effective impulse response, covered by the available cyclic prefix (hwin), or
alternatively minimizes the energy of its tail (hwall), which are defined as (see
also Fig. 5.2)

hwin =


heff (∆)

heff (∆ + 1)
...

heff (∆ + ν)

 ≡ Hwinw , (5.1)

hwall =



heff (0)
...

heff (∆− 1)
heff (∆ + ν + 1)

...
heff (Lheff − 1)


≡ Hwallw , (5.2)

where ∆ is the channel delay.
Quite some other algorithms exist that improve or generalize these two

approaches. The paper by Martin et al. [134] is a good reference that not only
lists many of those algorithms but also introduces a unified mathematical
framework for almost all of them. Considering an optimization problem

ŵopt = arg max
ŵ

ŵTBŵ

ŵTAŵ
, (5.3)

with vector ŵ containing the estimated optimum TEQ coefficients, the so-
lution turns to be the generalized eigenvector of the matrix pair (B,A) and
requires the computation of ŵ, corresponding to the largest generalized eigen-
value λ

Bŵ = λAŵ .
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Figure 5.2: Wall and window parts of an impulse response

The values for matrices (B,A) depend on the channel (attempt to model
the sub-channel SNR) and different constraints: the MMSE-TEQ in [135] is
described, for instance, by

A = Rrr −RrsR
−1
ss Rsr ,

B = eje
T
j ,

with elementary vector ej and correlation matrices Rss, Rrr, Rsr, and Rrs of
the input s and channel and noise distorted output r, as defined in Fig. 5.1,
respectively. The MSSNR-TEQ is defined by

A = HT
wallHwall + Rnn , (5.4)

B = HT
winHwin ,

with Hwin and Hwall being Toeplitz matrices of the original impulse response
in equations (5.1) and (5.2), and Rnn is the noise correlation matrix [134].

5.2 Capacity-optimizing TEQ

By shortening the impulse response, a TEQ can indirectly improve the
resulting data rate by eliminating the ISI and ICI noise. Some time after
the first TEQ designs were introduced, it has been recognized that data rate
maximization should be the ultimate goal of a TEQ design. Early attempts
to follow this strategy include [131] and [132].
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The optimization parameter for a rate-maximizing TEQ is the number of
bits B per OFDM/DMT symbol with N sub-carriers at a given fixed symbol
rate, which is given by

B =
N∑
j=1

bi =
N∑
j=1

log2

(
1 +

SNRj

Γj

)
, (5.5)

where the SNR-Gap Γ is formulated as in Chapter 4, Eq. (4.6). The sub-
channel SNR dependency on the TEQ coefficients w can be in general rep-
resented as a generalized Rayleigh quotient

SNRj =
wT B̃jw

wT Ãjw
. (5.6)

Incorporating this formulation into Eq. (5.5) leads to

B(w) =
N∑
j=1

log2

(
1 +

SNRj

Γj

)
(5.7)

=
N∑
j=1

log2

(
wT (ΓjÃj + B̃j)w

wT (ΓjÃj)w

)
= (5.8)

= log2

(
N∏
j=1

wTBjw

wTAjw

)
, (5.9)

where Aj = ΓjÃj and Bj = ΓjÃj + B̃j are model-dependent matrices, used
to represent the SNR. In the unified framework of [134], maximizing B(w)
is formulated as an optimization problem with multiple generalized Rayleigh
quotients

ŵopt = arg max
ŵ

log2

(∏
j∈S

ŵTBjŵ

ŵTAjŵ

)
, (5.10)

where S is the set of active data-loaded carriers. An optimum solution to
such an optimization problem is not yet formulated, such that the existing
algorithms use approximations for SNR model (the examples for Aj and Bj

can be found in [134]) and gradient-descent strategy to find at least a local
optimum.

A similar optimization approach has been used in the one of the first
attempts [132] to achieve the highest possible data rate. The algorithm cal-
culates the overall capacity at all carrier locations, taking into account noise
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and channel response, shaped by the equalizer. A downhill simplex optimiza-
tion algorithm is then used to find the FIR coefficients of the equalizer which
result in the maximum data rate.

Yet another approach is to maximize the bit rate on every single carrier
independently, thus maximizing also an overall capacity – the so-called per-
tone equalization [136], [137]. The filters are implemented after the DFT,
so that they are, in fact, frequency-domain equalizers. Being possibly an
optimal solution in terms of the capacity, it is the most demanding approach
in terms of complexity, nevertheless also used as an option for DSL imple-
mentations.

5.3 Application of TEQ in a DC-PLC System

Simulations with both shortening (MSSNR) and bit-rate maximizing (SIM-
TEQ from [132]) TEQs were performed to motivate the application of time-
domain equalization in DC-PLC sensor networks, particularly in the new
MC-TP bus. The linear bus channel is modeled according to the approach,
described in Chapter 3. Two different cable types are used to build the exem-
plary underwater sensor network (Fig. 5.3): main cable type, used between
the branch segments and to connect the bus to a base station (with cable
lengths lM and lR, respectively); branch cable type with length lB. The cable
model parameters are given in Table 5.1. The identification for different cable
configurations has the form lR.lM .lB for cable lengths in meters. The main
goal of such a sensor network is to provide data from spatially distributed
sensors to a single base station, so that the data transmission from sensors
to a single receiver is considered here.

Figure 5.3: An example bus system for simulations

The sensor bus is used in TDMA mode with constant load and termina-
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tion impedance ZL = ZT = 100 Ω and configurable source impedances:

Zn
S = 100 Ω ,

Zm
S = 30 kΩ , m 6= n, m, n ∈ [1,M ] ,

simulating an active state of the current sensor n in a system with M + 1
nodes.

The simulated noise environment includes quantization and clipping from
ADC/DAC (nDAC) and fixed-point arithmetic (nFP ) modeled as white noise
sources. The main external source of colored noise is the power supply chain,
modeled by [89]

next = −25 log 10(fMHz)− 94
dBm

Hz
, (5.11)

Both ISI and ICI (nI) caused by the tail of the effective impulse response, not
covered by the cyclic prefix, are modeled according to [138]. The contribution
to Rnn in Eq. (5.4) is limited to next and nDAC .

The achievable bit distribution bi , i ∈ [1;N ] per frame is calculated by an
optimum discrete loading algorithm (Levin-Campello, [108]) for a fixed bit
error ratio (10−7), zero margin and coding gain and −20 dBm mean power.
The effective data rate in

[
bit
s

]
Ri =

fS
2N + ν

N∑
j=1

bj , (5.12)

with sampling frequency fS = 250 MHz takes into account the length of the
cyclic prefix ν. An optimum constant cyclic prefix length in samples (see

MAR-Model Parameter Main Branch
R0, [Ω/km] 250.76 240.94
L∞, [H/km] 5.513e-04 5.867e-04
a 2.25 2.04
b 3.35 3.33
c 6.05 6.08
δ 7.33e-03 1.29e-02
C1MHz, [F/km] 4.83e-08 5.10e-08

Table 5.1: Cable model parameters
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Figure 5.4: Estimated optimum cyclic prefix lengths in a 30 node bus sys-
tem, cable configuration lR.lM .lB = 50.1.1, N = 128. The horizontal lines
represent the optimum constant length of the cyclic prefix.

Fig. 5.4), common for all nodes, is calculated as

ν̂opt = arg max
ν̂

M∑
i=1

Ri , (5.13)

with Ri according to Eq. (5.12).

5.3.1 Bus Termination Influence

From transmission line theory, it is known that the far end of a bus system
should be terminated (ZT in Fig. 5.3) to avoid reflections. The absence of
termination will result in a longer impulse response but will also increase
mean signal power at the receiver, due to avoiding a voltage divider. In case
of a termination fault, it is important to be able to retain operation of the
sensor network.

A multi-carrier system is flexible enough to cope with such problems and
even more so, when a TEQ is used. The comparison of data transmission
performance in an exemplary 30 node sensor network with different cable
configurations is shown in figures 5.5-5.7.

The optimum ν in the case of an open-ended system (without termi-
nation) is always larger than in a terminated system, as can be seen in
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Figure 5.5: Data rates in a 30 node bus system with constant CP, with and
without termination, cable configuration lR.lM .lB = 50.1.1, N = 128
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Figure 5.6: Data rates in a 30 node bus system with constant CP, with and
without termination, cable configuration lR.lM .lB = 50.1.2, N = 128
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Table 5.2. This is an indirect indication of a longer impulse response, as
expected. Obviously, the rate-maximizing SIM-TEQ always outperforms the
shortening-only MSSNR-TEQ in a system without termination. Quite the
opposite case can be observed for various cable configurations with termina-
tion – the MSSNR-TEQ allows a slightly shorter cyclic prefix in this case.
Nevertheless, the performance of the SIM-TEQ in terms of the data rate is
always better, which is a good demonstration of the statement that a shorter
impulse response does not automatically lead to an optimum data rate.

lR.lM .lB
50.1.1 50.1.2 50.2.1 50.2.2 100.1.1

Terminated
No TEQ 19% 24% 11% 13% 18%

MSSNR TEQ 9% 15% 4% 6% 8%
SIM TEQ 11% 16% 4% 8% 9%

Open-End
No TEQ 49% 50% 32% 40% 50%

MSSNR TEQ 45% 38% 10% 20% 45%
SIM TEQ 37% 32% 9% 10% 36%

Table 5.2: Optimum lengths of the cyclic prefix in a 30 node bus system, in
percent of DMT symbol length, N = 128

Depending on cable configuration, the SIM-TEQ can increase the effective
data rate up to 10 %, compared to a system without TEQ (see Fig. 5.8).

Both TEQ designs show higher gains in a non-terminated bus system,
but still do not manage to match the performance of a terminated system.
The better performing nodes, located closer to the receiver, loosing at most,
while the farthest (20 to 30, depending on configuration) can even boost
performance with a TEQ.

In a sensor network with equal sensor priorities and data rate demands
(e.g. an underwater hydrophone network) the node with the lowest perfor-
mance limits the overall system performance, if TDMA time slots are equally
distributed. In this special case no data rate degradation due to termina-
tion fault will occur, if a data-rate maximizing TEQ is used. An optimum
scenario seems to be the default usage of termination and a shortening-only
TEQ, which can be implemented very efficiently. Switching to a more ad-
vanced rate-maximizing TEQ can be a fall-back option when disturbances in
the cabling system are detected.
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Figure 5.8: Data rate gain with a TEQ compared to the corresponding data
rate without TEQ in a 30 node bus system with constant CP, with and
without termination, cable configuration lR.lM .lB = 50.1.1, N = 128
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Figure 5.9: Data rates in a 30 node bus system with a fixed and equal cyclic
prefix for all nodes, with termination, without TEQ, N = 128

5.3.2 Bus Configurations

As far as the cable configuration is concerned, the common recommen-
dation for a bus system is to keep the branches or bridged taps as short
as possible. This is confirmed in Fig. 5.9. Increasing the segment lengths
between the taps has a negative effect, especially on the far nodes, simply
due to the higher attenuation. This also holds for a typically longer receiver
cable.

The shortening TEQ has shown mixed results in a multipath environment
(Fig. 5.10) with a fixed cyclic prefix length on all channels: on the one
hand, it boosts the effective data rate of up to 10 % on the channels with
shorter impulse response (nodes 1 to 15, closer to receiver); on the other
hand, the channels with longer impulse response tend to suffer from data
rate degradation with the MSSNR-TEQ. The fixed constant cyclic prefix is
the major reason for this behavior. The difference of the node-optimized
cyclic prefix length in Fig. 5.4 compared to the calculated fixed length is
increasing with the distance between the node and base station receiver.
The cabling with longer segments between the branches (lM = 2) has a more
uniform optimum cyclic prefix distribution (see Fig. 5.11), which results in
a more consistent TEQ performance over all nodes in a system with a fixed
cyclic prefix length.

The data rate maximizing SIM-TEQ performs in general much better
than the MSSNR-TEQ (Fig. 5.12). The performance gain of 8-10 % is more
evenly distributed over the nodes. Bus systems with less interference due
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Figure 5.10: Data rate gain of MSSNR-TEQ in a 30 node bus system with
constant CP, with termination, N = 128
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Figure 5.11: Estimated optimum cyclic prefix lengths in a 30 node bus system
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Figure 5.12: Data rate gain of SIM-TEQ in a 30 node bus system with
constant CP, with termination, N = 128

to multi-path (50.1.1) and higher data rates do not profit much from equal-
ization. Not surprisingly, the cabling with longer bridge taps (50.1.2) offers
more gain potential for the SIM-TEQ.

Thus, a TEQ, and especially its data rate maximizing version, provides
a way to increase the effective data rate. Another possibility is to utilize a
larger number of carriers which results in less overhead due to cyclic prefix
but also requires more hardware resources to implement the larger FFT. In
a sensor network with a large number of nodes the hardware resources and
power consumption of each sensor could be quite limited. Keeping in mind
that the FFT is the most demanding part of the digital hardware design, it
is very tempting to rather use a much easier to implement FIR filter for a
TEQ to meet the data rate requirements.

In Fig. 5.13, the average gap between the system with smaller FFT with
SIM-TEQ and the system with double-sized FFT without TEQ is about
5-6 %, depending on the cable configuration and node position. This is gen-
erally an acceptable performance degradation as a trade-off for a noticeable
implementation complexity reduction.
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Figure 5.13: Data rate gap between SIM-TEQ enabled system, N = 128 and
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Chapter 6

Multi-Carrier Twisted Pair Bus
Architecture

A batch of technological insights, given in the previous chapters, provide
the foundation for a new broadband DC-PLC transmission system, which will
be called MC-TP. This chapter gives an overview of the practical realization
of the DC-PLC concept and presents the first MC-TP transceiver (modem)
design prototype in the last section.

6.1 Physical Layer

The MC-TP is conceptually a linear bus system (as shown in Fig 6.1)
with asymmetrical up- and downstream channels. A wide bandwidth up-
stream channel (2-95 MHz) is shared between numerous sensors (End-Points,
EP). The EPs are constantly sending (uploading) the data to a common re-
ceiver (Base Station, BS). The BS can send (download) some data to the
EPs through the narrow bandwidth (0.2-1.953125 MHz) downstream chan-
nel. Both channels share the same medium (two wires in a twisted-pair cable)
using frequency division duplexing (FDD).

Figure 6.1: MC-TP linear bus topology
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6.1.1 Transmission Medium

The linear bus topology in Fig. 6.1 is formed by the main and branch
cable pieces (up to 2 m long), connected to the BS by a typically longer (up
to 100 m) connection cable. Different types of cables can be mixed, with a
requirement for twisted-pairs to correspond to category Cat5e (characteristic
impedance around 100 Ω) at least. The cable bundles consist of at least two
pairs, with only one being actively used and the other one reserved for future
applications (backup or data rate doubling). Terminating the bus on the far
end is not obligatory, but advisable. If it is used, AC-coupled termination is
required, because of the DC power transmission requirements.

The multi-user multi-access upstream channel is used in TDMA mode,
giving EPs equal priorities. It is not only the implementation simplicity that
speaks for this solution – the passive high-impedance mode of all currently
unused transceivers allows the active transceiver to achieve higher data rates
due the lower bus load. The simulations show that the higher bus load
can hardly be compensated in the FDMA case, when transceivers’ output
impedances are chosen to be static and real.

The downstream channel is a broadcast channel, with BS being the single
active transmitter. This channel is actively used during the initialization
phase and also to poll the EPs, if the BS is used in the bus master mode and
the autonomous EP synchronization is turned off.

6.1.2 Modulation

It is an obvious choice to use multi-carrier modulation in the form of
baseband DMT (Chapter 4) – in the frequency-selective channel of a multi-
path linear bus. DMT can quite easily be adapted to any changing channel
conditions (see Chapter 3 for details), achieving a high data rate at low im-
plementation cost. Both up- and downstream channels use baseband DMT.
The upstream transceiver does not use the low-frequency carriers, which are
reserved for the downstream transceivers.

The lengths of the FFT (up to 2048) and the cyclic prefix are defined by
estimating the longest expected channel impulse response, the system has to
cope with. Incorporating a time-domain equalizer (TEQ) allows for a very
short cyclic prefix, as was shown in previous chapter, and a smaller FFT –
thereby saving hardware resources.
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6.1.3 Synchronization

Both blind (using cyclic prefix redundancy) and the data-aided Schmidl-
Cox method are used for symbol and sampling frequency synchronization.
The data-aided method with special designed frames is responsible for the
initial or course synchronization, particularly in a system with TEQ – where
the cyclic prefix is very short. The blind method is used after acquiring
initial synchronization, to observe and correct deviations without reducing
the effective data rate.

6.2 Prototype Realization

The transceiver of the MC-TP prototype (see Fig. 6.2) consists of an
analog and a digital front-end. The readily available integrated solutions for
DSL or PLC applications do not cover the available bandwidth and currently
cannot simply be adopted for a DC-PLC application in an optimum way.
Hence, the analog part is build of discrete differential elements: low-noise
voltage-controlled amplifier and attenuator as an input to a high-speed ADC;
high voltage-swing amplifier at the output of a high-speed DAC as cable
driver. The reconstruction and anti-aliasing filters are passive – which are
not too complex in case of oversampling.

The prototype includes some test logic within the digital part and the
analog part is made symmetrical with a possibility to switch between the
upstream or downstream filter and ADC/DAC configurations on the same
board. Although this design does not exploit the possible hardware com-
plexity reduction (reserved for the next prototype), it makes the transceiver
prototype more flexible to be used either at sensor (EP) or at the base station
(BS) side.

6.2.1 Analog Front-End (AFE)

The AFE, shown in Fig. 6.2, provides an interface to the cable using a
coupler, which consists of a high-pass filter and a 1:2 impedance transformer
to match the characteristic impedance of the cable to other analog compo-
nents. A hybrid network, connected to the transformer, ensures that the
outgoing signal, amplified by the TxDriver, will not saturate the input am-
plifier RxLNA, which expects a rather low level signal. The interface to the
digital front-end consists of the transmitter TxDAC and receiver RxADC.

The downstream DAC and ADC are used in an interpolating and over-
sampled way (at 15.625 MSPS or 4 −× oversampling) to relax the require-
ments for the analog filters. This is unfortunately hard to achieve with the
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Figure 6.2: Transceiver block diagram
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upstream channel (200 MSPS Nyquist rate) without very expensive compo-
nents. The problem is partially solved in MC-TP system by using a higher
bandwidth with a fractionally sampling frequency of 250 MHz (250 MSPS
ADC, 500 MSPS DAC with 2 − × oversampling) for upstream and zeroing
the DMT sub-carriers over 95 MHz. Due to asymmetrical data rates (and
thus also bandwidth) for downstream and upstream, the requirements for EP
and BS transceivers are actually quite different: EPs have a wideband trans-
mitter and narrow band receiver, whereas BS has a wideband receiver and a
narrow band transmitter, mirroring the EP requirements. Consequently, the
parameters for analog components are different for EP and BS transceivers
and for the final realization are proposed to be:

• EP transceiver:

– TxDAC: ≥12 bit, 500 MSPS

– RxADC: ≥12 bit, 15.625 MSPS

– TxDriver gain range: 20 dB

– TxLPF: passband 0-95 MHz; passband ripple 0.1 dB; stopband
155 MHz; stopband attenuation 27 dB

– RxLPF: passband 0-1.953125 MHz; passband ripple 0.1 dB; stop-
band 13.5 MHz; stopband attenuation 20 dB

• BS transceiver:

– TxDAC: ≥12 bit, 15.625 MSPS

– RxADC: ≥12 bit, 250 MSPS

– TxDriver gain range: 20 dB

– TxLPF: passband 0-1.953125 MHz; passband ripple 0.1 dB; stop-
band 13.5 MHz; stopband attenuation 80 dB

– RxLPF: passband 0-95 MHz; passband ripple 0.1 dB; stopband
125 MHz; stopband attenuation 27 dB

As was stated above, the current prototype does not use the lower band-
width components for the downstream, but rather supplies the high-speed
DAC/ADC with lower clock and provides switches to choose the correspond-
ing filter configuration for either EP or BS.
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Figure 6.3: Transceiver prototype

6.2.2 Digital Back-End

The digital design is FPGA based (Xilinx ZYNQ, see Fig. 6.3), covering
the tasks of digital modulation (DMT) and filtering and providing a high-
speed DDR-LVDS interface to DAC and ADC. The parameters of frequency-
domain QAM modulation (max. 10 bit constellations) and FFT (between
256 and 2048) and the cyclic prefix size are chosen according to the available
analog components (12 bit DAC) and the channel conditions, respectively.
An important part of the digital design is the frame and sampling frequency
synchronization.

All high-speed functions are implemented using VHDL: QAM modula-
tor/demodulator, iFFT/FFT, FEQ, DAC/ADC interfaces. All blocks are
packed into separate IP-Cores, using Xilinx Vivado, and are interconnected
by a well-known AXI-Stream interface. An ARM processor core on the FPGA
fabric is used to run software, providing a simple and flexible configuration
interface to the MC-TP hardware. It is also used to generate and evaluate
the input/output raw data. Some system features are also part of the soft-
ware package (MC-TP driver): initialization of synchronization and channel
measurement runs, to name the most important.

The optional TEQ (a shortening-only MSSNR-TEQ) is implemented as a
simple FIR filter, with 16 coefficients. Its configuration can be dynamically
changed through a special interface, provided by the IP-Core.
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Conclusion

It is a great challenge to develop a new transmission system from scratch,
even if a very solid foundation provided by the long history of communication
research is at hand. This work is the first step on the way to an efficient DC-
PLC sensor network – the Multi-Carrier-Twisted-Pair (MC-TP) bus. The
research was structured keeping in mind a number of practical requirements,
dictated by the application of an underwater network for a sonar array.

The efficiency of data transmission in an acoustical sensor network can
be improved even before a single bit has found its way to the medium –
by reducing the size of the original message, applying source coding. The
data, generated by the acoustical sensors, was shown to be redundant. Using
the methods of (audio) lossless compression, particularly linear prediction
coding, a source coding scheme was introduced. The single channel linear
predictor case was extended to cope with the multi-channel data, resulting
from the physically combined sensors. A subexponential code was proven to
be the most efficient universal variable-length code for both cases. It provides
better matching of the probability distribution of the residuals, generated by
the linear prediction, than the other codes. The new methods were shown
to be more effective than the existing compression schemes and can achieve
an average lossless compression ratio of roughly 15 % for this particular
type of data. Further compression can be achieved by lossy compression
methods, but this requires adaptation to the signal processing algorithms
(e.g., direction-of-arrival estimation) used.

The characterization of the special channel of a PLC-like linear bus, built
for the underwater application using specifically designed cables was an im-
portant part of this research work. The appropriate models for cabling, as
well as for the whole bus system were introduced and the methods for de-
termining their parameters, from measurement results, were described. The
cabling in sonar systems is exposed to a quite aggressive underwater envi-
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ronment, most notably high static and dynamic pressure. Its influence on
the cable characteristics and on the overall transfer function in a linear bus
PLC system was studied and the models were fitted accordingly to match
the changes. Despite its frequency-selective nature, the investigated channel
is considered to be rather well-controlled and transmission-friendly, because
the topology is usually fixed and the active bus node as well as the base
station are rather well impedance-matched. This is very similar to a typical
channel in DSL applications, which also explains some design choices being
inspired by those existing systems. The cabling is especially designed to
cope with high DC currents and has low resistance and attenuation. Nev-
ertheless, a large number of nodes (up to 100, all passive nodes have high
input impedance) introduce a high level of interference due to multi-path
and changing characteristic impedance of cabling under pressure. Besides,
the overall insertion loss is shown to increase by roughly 10 % at high pressure
of around 70 bar.

Multi-carrier modulation is known to be very efficient on frequency selec-
tive channels and is the chosen transmission scheme for the MC-TP bus, as
the name suggests. Its baseband version (DMT) requires, however, a double-
size FFT in the final implementation. The application of a time-domain
equalizer is proposed to reduce the implementation complexity. Either solely
concentrating on the reduction of the impulse response length (shortening
TEQ) or directly improving the resulting data rate (rate-maximizing TEQ)
reduces the required size of the cyclic prefix, its ratio to the frame size and
hence increases the resulting effective data rate. The around 10 % gain in
data rate can make up for losses due to a smaller FFT size, which is preferred
to reduce the hardware complexity.

The above results were directly used in the MC-TP architecture speci-
fication and in the first MC-TP modem prototype implementation. In the
absence of high-bandwidth integrated solutions for DC-PLC, the analog part
was a complete new discrete design, while the digital part is FPGA-based.
The performance of the prototype clearly exceeded the minimum require-
ments and shows great potential to become a standard transmission method
for sonar. Besides underwater networks, especially aerospace applications
can profit from reduced cabling weight and cost, keeping higher data rates.
A modern microsatellite or an unmanned aerial vehicle are the best examples
of such applications.
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Glossary

S-parameters are scattering parameters, used to model a two-port network
in terms of incident and reflected waves

ABCD-parameters are chain (or cascade) parameters, used to model a
two-port network in terms of input and output voltages and currents

balun is a balanced/unbalanced converter, using a high-frequency trans-
former

OST-calibration is a calibration method, using open, short, and termina-
tion standards
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Acronyms

A/D Analog-to-Digital

AC alternating current

ADSL Asymmetric Digital Subscriber Line

AWG American wire gauge

AWGN Additive White Gaussian Noise

BC Broadcast Channel

BER bit-error ratio

BNC Bayonet Neill-Concelman connector

BPSK Binary Phase Shift Keying

BS Base Station

CDMA Code-Division Multiple Access

D/A Digital-to-Analog

DC direct current

DCT Discrete Cosine Transform

DFT Discrete Fourier Transform

DMT Discrete Multi-Tone modulation

DUT Device Under Test

EL-FEXT Equal-Level Far-End Crosstalk
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Acronyms

EMI Electro Magnetic Interference

EP End-Point

FDMA Frequency-Division Multiple Access

FEQ Frequency-domain Equalizer

FEXT Far-End Crosstalk

FFT Fast Fourier Transform

FIR Finite-Impulse Response

HF High-Frequency

IDCT Inverse Discrete Cosine Transform

IDFT Inverse Discrete Fourier Transform

IL Insertion Loss

ISI Inter-Symbol Interference

LMS Least Median of Squares

LSP Least Squares Percentage

LTE Long-Term Evolution

M-LVDS Multipoint Low-Voltage Differential Signalling

MAC Multiple Access Channel

MAPE Mean Absolute Percentage Error

MC-TP Multi-Carrier Twisted Pair

MIMO Multiple-Input Multiple-Output

ML Maximum Likelihood

MMSE Minimum Mean-Squared Error

NEXT Near-End Crosstalk
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Acronyms

OFDM Orthogonal Frequency Division Multiplexing

OFDMA Orthogonal Frequency Division Multiple Access

OLS Ordinary Least-Squares

OSI Open Systems Interconnection model

PAM Pulse Amplitude Modulation

PAR Peak-to-Average Ratio

PHY Physical Interface

PLC Power-Line Communication

PSD Power Spectral Density

PSK Phase Shift Keying

QAM Quadrature Amplitude Modulation

RL Return Loss

RMS Root Mean Square

SER symbol error ratio

SMD Surface-Mount Technology

SNR Signal-to-Noise Ratio

SOLT Short-Open-Load-Through

SVD Singular Value Decomposition

TDMA Time-Division Multiple-Access

TEM Transverse Electro-Magnetic (wave)

TEQ Time-domain Equalizer

VCO Voltage-Controlled Oscillator

VDSL Very High Speed Digital Subscriber Line

VNA Vector Network Analyser
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