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Abstract— Unequal error protection is an important feature  Previous work on unequal error protection multilevel coldas
regarding transport of multimedia data. The paper presentsa peen done in [8], [9], [10], and [11]. These publicationsusc
novel approach for realising unequal error protection properties on the design of special modulation schemes for achieving

with multilevel codes, following the capacity design rule bt ad- | tecti ally with " |
justing the scheme to provide more unequal error protectionthan unequal error protection, especially with nonuniformipsed

a multilevel coding scheme inherently provides. The flexitity of ~ Signal constellations where symbols are grouped and the
this approach is investigated regarding the freedom in the leoice Euclidean distances within and between those groups are

of unequal error protection profiles. different. In [8], the authors additionally propose a time-
division multiplexing scheme, switching between differen
conventional multilevel coding schemes. [9] applies non-

There are many applications in communication enviropuliform constellations together with a wavelet transform i
ments that deliver data of different error sensitivitiespg& order to perform UEP image transmission. The authors of [10]
cially in multimedia, there exist file formats where parts dpresent a non-regular partitioning scheme leading to wslequ
the data are more important than others and, thus, detect®FPr Protection, and in [11], multiple block coded modidat
errors due to additive noise or multipath propagation on ti& used together with unconventional partitioning. Howeve
channel may have more (or less) severe effects. Theseatiffeione of these publications deals with the general design of
classes of importance should therefore be protected eiffgr the channel codes.
during transmission. In this paper, we present a way to modify the original
Unequal protection can be obtained in many ways and altilevel coding approach [5] in order to obtain and cohtro
different places in a communication scheme, e.g., it coeld Bnhequal error protection by defining general design rules fo
included into adaptive modulation or into adaptive bit anthe coding unit. We do not limit the method to particular code
power allocation when using multicarrier modulation. Thi§ut develop rules which are applicable for any kind of codes.
work, however, deals with unequal error protection (UEP)he paper is structured as follows. The system model of a
within coded modulation, especially multilevel codes (MLC Multilevel coding scheme is given in Section II. Modificaiso
Coded modulation is a well-known technique which optimisd8f obtaining unequal error protection and their results ar
the coding scheme given a certain modulation scheme [1]-[@]ven in Section Ill. Section IV finally contains a discussio
Usually, the modulation alphabet is successively parg about flexibility and possible improvements of the proposed
into smaller subsets, where each partitioning level isgagsi Scheme and conclusions are given in Section V.

a label. These labels are protected by separate channed code
with certain protection capabilities. The codes have to &e d
signed carefully depending on the modulation scheme and its
partitioning or labelling strategy. According to [5], thptonal

way of designing the codes is to match the different codesrate A Multilevel code consists of a modulation scheme and a
to the capacities of the partitioning steps. This means, thg@ding unit. The signal constellation is successivelyiparied

for a given signal-to-noise ratio (SNR) and given modulationto subsets until the subsets only contain a single signal
scheme and partitioning, the code rates of the single codént. The partitions are labelled at each partitioningeldyy

are fixed. However, there are also other design approac¥gbols of an appropriate alphabet. A common approach for
with similar results, like bit-interleaved coded moduatife], this partitioning strategy is Ungerbock’s set partitiogiwhich

or low-density parity-check codes optimised for a certaimaximises the minimum Euclidean distance between any two
modulation scheme [7]. The corresponding channel codesSimbols of a subset [1], [12].

a multilvel coding scheme can be block codes, convolutionkile labels of each partitioning level are components of €ode
codes, or concatenated codes. words of individual codes at each level. There have been

developed different design strategies for these codes.aFor
1 formerly International University Bremen long time, the balanced distances rule was believed to be bes
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max< min {d;&;}p , and therefore 1 , o _ _
i=0,...,1—1 Fig. 2. Capacity curves of the partitioning levels in an 8&P&heme with

) Ungerbock’s set partitioning

d;d; = const , i=0,...,0—1, (2)
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where d? is the minimum squared Euclidean distance of
the corresponding sub-constellation afidis the minimum
Hamming distance of the code at levielln [5], the authors

proved the capacity design rule to be optimum in terms of LN
mutual information. According to this rule, T
2 10
R, =C;, () s
< 10
which means that the code rate at each level should be i

equal to the capacity of the partitioning. This is connected 107
to Shannon’s theorem which states that

1) a vanishing error probability is possible f& < C' for
block lengths tending to infinity, and 0 F—
2) the error probability may never vanish f&@ > C, E/N, [dB]
regardless of the block length.
As a note on this, transmitting with a code rdte> C' will
make error-free transmission impossible, whereas a cdde ra

R < C will just reduce efficiency but maintain the possibilityanother taking into account decisions of previously decod
of error-free transmission. In the context of finite blockdéh levels l,JsuaIIy for a UEP scheme. one would choose the
COdeSZ perf_ormance is improved the farther the rate 'S_frqm/ver partitioning levels for the most important data duéte
capacity. F|gur_e 1 S.hOWS the structure of such a mUIt'IeVE\Irger Euclidean distance. However, in the case of mudjesta
coding transmitter with 8-PSK modulation and a 3-level S%Iecoding, the lower levels' performance is affected by the

partitioning. ’gper levels due to error propagation. Hence, the uppelsleve

—6—MLC 0 C=0.233
—=—MLC 1 C=0.934
—v—MLC 2 C=0.981

&

107}

Fig. 3. Bit-error rates of the levels in an 8-PSK MLC/MSD sctee

Figure 2 shows the capacity curves for a set partitioni e chosen for important data and the lower ones for less
of an 8-PSK scheme. It contains curves for 8-PSK, QPS portant data

and BPSK, since the set partitioning of the 8-PSK SChen&?gure 3 shows the error rates of the three levels in an 8-

leads to _thesg kinds of subsets. The capapities of the jrndil‘é'SK multilevel code with multistage decoding versus the SNR
dual partitioning levels follow from the chain rule of mutuaNote that the SNR is given byZ,/N, in dB in order to

information, [5], and are given by compare the levels in a fair way, taking the code rates into

c, = ](y;Xi|X0...Xi—1) consideration. The codes are Turbo codes and are designed
= Ewo a1 {O(A(Z0 . 1) according to the capacity design rule in [5] for an operating
w0-ai= 1 gx ix N} point of £, /Ny = 6 dB. Different code rates are obtained by
Eso..0t {C(A(2" - a")} (4) puncturing and pruning ( [13], [14]).

where C(A(z° - - - 2'71)) represents the capacity of a sig-
nal subsetA(z°---2~1). As an example, the capacity of
the first partitioning level of an 8-PSK scheme would be As shown in Fig. 3, the different levels do not have
Cy = C8PSK_ cQPSK significantly different performances. Thus, the quest®haw
As a decoder, a low-complexity method is given by multistage modify the scheme in order to obtain more, or even a desired
decoding (MSD), where the levels are decoded one af@mount of UEP.

IIl. M ODIFICATION FORUEP



This work focuses on designing the coding unit rather than =

the modulation unit of the MLC scheme. According to the
capacity design rule given in (3), the choice of the codesrate 8-PSK
is crucial to the performance of the system. The idea is now 25}
to vary the code rates in order to, on the one hand, improve
the performance for the important data and, on the other,hand
accept some performance loss for less important data. l@ spi
of the lower Euclidean distance, we assign the most impbrtan
data to the first partitioning level since the other levels ar
affected by error propagation in case of a wrong decision in
the first level.

There are two intuitive ways for forcing UEP properties. The N v,
general idea is to allow for a lower code rate for the impdrtan
data and increase the code rate of the less important daga. Th
first approach is to shift the capacity curves against edoérot Fig. 4. Shifted capacity curves of the partitioning levelsan 8-PSK scheme
The second idea is to choose different operating pointst(w.}ith Ungerbock's set partitioning

signal-to-noise ratio) for the levels.
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Starting with the first approach, the capacity curves should 10
be shifted such that the overall capacity stays the same. Thi -
allows for a fair comparison to the original non-UEP scheme.
The easiest way would be to keep the capacity curve of the 107}
original constellation, only shifting the curves of the sub :—g‘
constellations. g 107
Shifting the curves has the effect that the bit-error ratees 2 :
will also be shifted. One might think that the error-ratevas i o “MLC 0 C=0233
are shifted by the same amount of signal-to-noise ratio as ® 0%/ - = -MLC 1 C=0.934 . N
the capacity curves were shifted before. However, this is no ) —Z—BAEE—ZM%cobggl: 0'093\ ®a
the case. Consider the following example: Figure 2 shows the O & UEP-MLC 1 C=0.837 1
capacity curves of a multilevel code with an 8-PSK modulatio [T VEP-MLC2C1 : :
scheme and, thus, three partitioning levels. For an operati 3 4 s & N (8] 8 ° 1o
point of E, /Ny = 6 dB, we have approximately the following °
capacities at the levels. Fig. 5. Performance of an original MLC scheme and a UEP-MLkeste
with 2 dB shift in capacity curves
Cy = 0.23
C, = 084 (5)
Co = 0098 individual rates for the partitioning levels. Now, eachdev

wijll have good performance at and above that particular

R which yields a (true) capacity equal to the code rate
on that level. Note that we assume optimal codes in this
consideration. The actual location of the waterfall region

Assume now, we shift the curves of the second and thi
level by -2 dB and -4 dB, respectively, obtaining the follogyi
capacities, see Fig. 4.

Co = Ro=0.09 depends on how close the code’s performance is to the

G, = R, =094 (6) Shannon limit.

& R 1 Generally, one wants at least the first level to be better
2 = 2 =

protected than before, which means a reduction of its code
Intuitively, one might assume that the bit-error rate csrveate. In order to keep the UEP system comparable to the
of the levels are spaced by 2 dB. Running bit-error rate comriginal MLC system, the overall capacity shall remain dqua
putations yields, however, a quite different result, aswsho Assume that, for reduction oR,, the other rates have to
in Fig. 5. The waterfall regions of the curves were expectdr increased. Comparing the new rates (6) with the original
to be located at 6 dB, 8 dB, and 10 dB, but they are in facapacity curves in Fig. 2, one can find the signal-to-noise
located at approximately 4.5 dB, 7 dB and 7 dB. ratios whereC; = R;. These signal-to-noise ratios are those
The location of the waterfall regions of the individual BERvhere the waterfall regions will be located.
curves can be found in the following way. By designing th&he explanation is illustrated in the unshifted capacity
code rates to be equal to the capacities at a certain opgratinrve plot in Fig. 6. When partitioning level 0, which
point (SNR), all levels (should) have good performance atiginally has the capacity given in Eq. (5), is encoded
(and above) the operating point, and a high error rate faith the code rate from Eq. (6), it behaves exactly as if
lower SNR. By shifting the capacity curves, one obtains neitv would have been designed for a signal-to-noise ratio
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of less important data in favour of more important data is a
sl : common method.

25
V. CONCLUSIONS

We have designed an unequal error protection multilevel
coding scheme where the waterfall regions of the different
protection levels can directly be chosen by trading the code
rates of the partitioning levels. The constraint of a comsta

1 T
: 3 BPSK overall rate may reduce the flexibility of the choice of code
o5y | s 1 rates. A solution is to truncate information bits from thade
o NN important data which is a common approach in the context
0 S P Stk 1 of scalable data processing. Therewith, we have designed a
% 5) % ES/N0 [dB]

flexible, easy to control UEP MLC scheme.

Fig. 6. Operation points leading to waterfall regions
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for the other partitioning levels. The new locations SN
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