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Abstract—This paper describes the relation between the two the exchange of information between each parallel branch
different kinds of EXIT charts that arise in the analysis of a during the decoding procedure. Our objective is to derive the
hybrid concatenated turbo coding scheme used for achieving rejation between these different charts, showing that the design
unequal error protection capabilities. From this analysis, it is .
shown that both kinds of charts can be used for analyzing the of hybrid turbo codes can, by .means of the local EXIT chart,
iterative decoding procedure of such hybrid concatenated codes. b€ reduced to that of serially interleaved concatenated codes.
Finally, it is shown that the study of the hybrid turbo codes can This paper is organized as follows. The system model of
be reduced to the study of the component serial concatenated the encoding and decoding of hybrid concatenated codes is
codes. reviewed in Section Il. In Section lll, we analyze iterative
decoding by means of the global and local EXIT charts.
The relation between those charts is derived in Section IV.

Turbo codes [1] were originally defined as parallel concat@he construction of the local EXIT chart by means of the
nated codes (PCCs), i.e., a parallel concatenation of two binamformation transfer characteristic curve for the outer and inner
convolutional codes with the parallel branches separated dgcoders of the serial concatenation is analyzed in Section V.
one interleaver of appropriate size, decoded by an iterati¥ally, conclusions are summarized in Section VI.
decoding algorithm. Later, Benedetto et al. [2] introduced
a serial concatenation of interleaved codes. Those serially
concatenated codes (SCCs) in general exhibit lower errotlybrid turbo codes [5] are constructed by means of a
floors than PCCs, but SCCs usually converge further awgyrallel concatenation of serially concatenated codes. Figure
from channel capacity. A further form of concatenated codé,shows the corresponding encoder system. In the following,
hybrid concatenated codes (HCCs), consists of a combinatR}hcomponent codes are assumed to be recursive systematic
of parallel and serial concatenation, offering the opportunif@nvolutional codes (RSC). The interleavers in the upper and
to exploit the advantages of parallel and serially concatenalewer branch are denoted Hs andlIl., respectively. Since the
codes. There are several different hybrid concatenated str@gtput of each parallel branch is systematic, the information
tures proposed in literature, e.g., [3], [4]. In this paper, wiits only have to be transmitted once. The example codes used
study the hybrid scheme proposed in [5], which is depictd@ this paper are given by
in Fig. 1. This kind of concatenation consists of a parallel Gt — ot — ( 1 D2 ) 1)
concatenation of two serially concatenated interleaved codes e T+D+D?
and arised in the context of turbo coding schemes with unequad
error protection (UEP) properties.

In [6], the authors showed that a pruning procedure can
be employed for adapting the rate and distance for different i
protection levels in UEP turbo codes. Pruning can simply [N this éxample, the outer codes have rafas = Ry =
be accomplished by a concatenation of a mother code ah@ @nd the inner codes rates afa, = Ra = 2/3. The
a pruning code which leads to a selection of only some paff¥Stematic coded bit stream is composed as follows
in the decoding trellis._ln Fig. 1, the codés; andG2; can be ¢ = (c1.1(1) era(1) e15(1) ea0(1) cas(1)
referred to as the pruning codes arg, andGss as the mother
codes of such a UEP scheme. As a tool for investigating the c112) €12(2) e15(2) ©22(2) €23(2) - ),
iterative decoding behavior of this hybrid concatenation, weherec; 1(1) = u(1), ¢1,1(2) = uw(2) and so on. Note that
make use of ten Brink’s EXIT charts [7]. We can howevefs ;(.) is not transmitted since we do not want to transmit
define two different EXIT charts for the studied concatenatiothe systematic information twice. Thus, the overall rate of our
The first one, which we call local EXIT chart, examines thexample code iR = 1/5. The decoding operation of such
iterative decoding behavior of the serial concatenated codesdes is divided in a local decoding operation corresponding
The second one, which we call global EXIT chart, deals witto each parallel branch, and a global decoding operation where

I. INTRODUCTION

IIl. HYBRID TURBO CODES

)
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Fig. 1. Encoder structure of a hybrid turbo code.
Fig. 3. Decoder structure of the upper branch for the hybrid turbo code
from channel L(ﬁ) from channel
upper decoder lower decoder
La(¢1) L(¢y) La(€2) L(¢9) i i . . .
channel information, is then passed through a bit deinterleaver
La (1) L(w) La(ti) L(,) to become thea priori input L,(%;) of the outer decoder.

The outer decoder feeds back extrinsic informatiQiix;) =
L(x;)—La(%;) which becomes tha priori knowledgeL.,(x;)

for the inner decoder. It is worth noting that tlee priori
information concerning the uncoded input of the outer decoder
is zero all the time, since there is no information from this side
Fig. 2. Decoder structure of the parallel concatenation present in the hybgfl the decodékr: Furthermore, the outer decoder does not pass
tubo code. information correspoding to the uncoded but to the coded bits
to the inner decoder, since the (interleaved) coded output of the

the parallel branches exchange extrinsic information betwe@{€r encoder corresponds to the uncoded input of the inner

them. We will first explain the local decoding operation angnNc0der. The decoder structure of the upper brapch 1) is
then show how to connect the partial results for each paralfiPicted in Fig. 3.

branch to form the global decoding system. As componept The hybrid turbo code decoding procedure
decoders we assuragosteriori decoders (APP decoders, e.g.,

BCJR, logMAP) which have two inputs and two outputs in Once we know how the serl_al and parall_el decoding is
form of log-likelihood ratios (-values). performed, we are able to describe the decoding procedure of

the whole system. At first, the channel provides information
A. lterative decoding of the parallel concatenated codes about the outputs of the two inner encoders, thatlig¢;)

Both decoders of the parallel concatenation receive as fifftd La(¢2). We assume the upper branch to be decoded
input the channel observation (intrinsic information). As thifist. Thus, the upper inner decoder calculates the estimated
information can be interpreted agriori information concern- vector of L-values L(x}) subtracts itsa priori L-values
ing the coded stream, we will call it (¢;) where the indices La(X1) and then passes it to the outer decoder (note that for
j= 1 andj = 2 refer to the upper and lower branch, respeéhe first |terat|0nLa(}A(/1) = 0) The outer decoder receives
tively. The second input represents thgpriori information La(X1) = II7H(L(X}) — La(%})), calculates its estimated
concerning the uncoded bit streams denotedLbyi;). The L-values L(%;), and then passes the _extrinsic informati_on
decoder outputs twd.-values corresponding to the coded anére(X1) = L(X1) — La(X1) to the upper inner decoder. This
uncoded bit streams denoted bi€; ) andL(11;), respectively. Procedure is performed for a certain number iterations .
Figure 2 shows the corresponding system. For systemaﬁfbthe end of these iterations, the upper branch calculates the
codes, the decoder outputs are composed of theatwdori extrinsic information regarding the information bitg(t;) =
values and some extrinsic information gained by the decodif§t1) — La (1) — La(€1) and passes it on to the lower branch.
process. In order to avoid statistical dependencies, the tgte thatLa(a.) = 0 is zero when this value is calculated for
decoders only exchange the extringievalues corresponding the first time. The decoding of the lower branch starts with
to the uncoded bit strea, (t1;) = L(1;) — La(t;) — La(&;). Fhe activation of the outer decoder, which receigepriori

_ . _ information from the upper branch,(tiz) = II,(Le(111))
B. lterative decoding of the serially concatenated codes and from the channeL,(%;). Note that, since the inner

For a serial concatenation with interleav@y, let u; and encoder is systematic, the channel information regarding the
x; be the input and output of the outer encoder, and leutput of the outer encoder is the systematic part of the inner
x; and c; be the input and output of the inner encodegncoder output, thus it can can be passed on to the outer
respectively. For each iteration, the inner decoder receivdscoder without activation of the inner decoder. The outer
the intrinsic informationZ,(¢;) and thea priori knowledge decoder computes the valuégx,) and passes the extrinsic
on the inner information bitd.,(x}). Accordingly, the inner
decoder outputs twd-values corresponding to the coded and 1This is assumed here because we are dealing solely with the decoding

. . 1 . procedure of one parallel branch. When dealing with the whole hybrid system,
uncoded bit streams denoted b{c;) andL(x}), respectively.

) J " -y La(fc;) will vary since it is the information exchanged between the parallel
The differencel.(x};) — La(X};), which combines extrinsic and branches.
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Fig. 4. Decoder structure of a serial concatenation inside an APP decodef™ 41 Lol
03—
information LC(_&Q) = L(X%2) — La(X2) On to th_e _IOV\_/er inner 02l L -
decoder. The inner decoder then subtractaifgiori values / S
A~ ~ . . L Ve
L. (%) = Iy (Le(%2)) from its estimated values and forwards ! ey
it to the outer decoder. The lower branch is decoded with o N v i i i i ;
. . . . . . 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
n;t o iterations ending with an activation of the outer decoder, Lo Lo
which subtracts the initial channel informatidn,(¢2) and Y
the a priori values coming from the upper brandh, (i) Fig. 5. Local EXIT chart of the example hybrid turbo code #5/No=

from its estimationL(ﬁQ) This whole process is executedl22 dB. For this SNR it can be noticed from this chart that the system will
. . ' . . converge fom;; 4 > 3.

for n; 4 iterations, called global iterations. Each subsequent ’

decoding of a branch is performed as described for the lower

branch, since the priori information for each branch will

be non-zero, that is, it is formed by the extrinsic mformatlogXtrinsiC @ priori) information of the inner (outer) decodr;

from the othgr brgnch. The iterations within the branghes a(rﬁ ,) and the horizontal axis denotes thepriori (extrinsic)
called local iterations. As we stated before, the hybrid turo.) "~ of the inner (outer) decodér; (I..). The solid

code can be seen as a parallel concatenation of two seri and the dashed line represent the transfer characteristic
"the upper and lower outer decoder, respectively. The bold

iterations ., = 4), where the vertical axis denotes the

concatenated codes. In that way, the lower and upper deco
of the parallel concatenation can be represented as constityf trepresents the transfer characteristic of the inner decoder
blocks as shown in Fig. 4. Those blocks are then connecig

as shown in Fig. 2. ich remains unchanged during the decoding procedure.

This is due to the fact that tha priori information in the
1. GLOBAL AND LOcCAL EXIT-CHARTS beginning of the decoding procedure is due solely to the

For analyzing the iterative decoding procedure, we cdptrinsic information which remains constant during the global

construct EXIT charts [8], [9] corresponding to the local adecoding procedure.

well as to the global iterations. In [5], the authors studied the The transfer characteristic of the outer decoder starts at the
convergence behavior of hybrid turbo codes through glolpScissa zero (first local decoding operation) and is increased
EXIT charts, but the local charts and the interaction betwe&hthe beginning of each further local decoding. This is due to

the latter and global charts were not explored. In this sectidfi€ fact that at each local iteration, new information regarding

we study the construction of the local charts and review the uncoded bits [{ (1)) will be passed by the adjacent
construction of the global one. parallel branch. It is this gain of information that enables us to

generate a different transfer characteristic curve for each local

A. Local EXIT charts decoding operation. From now on, we shall refer to this set of

The construction of the local EXIT charts is simply thénformation transfer curves of the outer decoder for different
depiction of the transfer characteristic of a serial concatenatedi) (together with the transfer curve of the inner decoder)
coding scheme [9]. In the previous section, we mention@é local EXIT charts.
that for the serial concatenated codesdhgiori information Each global iteration is represented by a pair of curves
concerning the uncoded input of the outer decoder is zear the outer decoder (one dashed line together with one
during the whole decoding procedure. When we deal with tiselid line). The convergence of the decoding procedure for
whole system, this is not valid anymore, since in the end tife represented SNR can be inferred from Fig. 5, since there
each local decoding, one parallel branch shall send informatieiil be an “open tunnel” between the transfer characteristic
concerning the uncoded bits to its adjacent branch. That @,the inner and outer decoder foy; , > 3, i.e., the mutual
when dealing with the whole hybrid turbo code, we now stateformation exchanged between them will converge to one in
that the information concerning the uncoded input of the outarlimited number of iterations.
decoder is constant during the local decoding (decoding within
each parallel branch). B. Global EXIT charts

Figure 5 illustrates this situation by representing the local For the construction of the global EXIT chart, we consider
EXIT chart of a hybrid turbo code for a total of four globalach serial decoding structure of a branch as one component
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In the local EXIT charts we should now focus on the

1 T
- points wherel, ,(x) = 0, i.e., the points where tha priori
09y information regarding the output bits of the outer encoder is
08} g zero. In this situation, all the knowledge that the outer decoder
o7l ‘ ‘ s has abouk comes from the information regardirigprovided
by the other branch. Since the code is systematic, it is not
5 0.6 1 difficult to see that
~
i 0or | IC-,O()A() =Ry - Ia-,j (ﬁ), )
o4 1 where R, is the rate of the outer code and = 1 or 2
0.3 » » : 1 depending whether the upper or lower decoder was activated
02l i in the corresponding local decoding, respectively. Equation
(5) relates two quantities that are depicted in different EXIT
O1r il charts, thus it can be used to link both representations. On
0 s s s s s s s s s the one hand, from the local EXIT chart, we will be able
0 0L 02 03 04 I, 3;51620'6 07 08 09 1 45 calculate the global decoding trajectory from the points

of zero ordinate I, ,(x) = 0), since at these points, all the
Fig. 6. Global EXIT chart with decoding trajectory for the example hybrics(nOWIed.ge that the_ outer deCOd?r has aboabmes from the
turbo code withn; 1 = n42 = 2 and B, /No = 1 dB. information regardingx. Then, using Eq. (5), we can compute

the correspondind,_ ;(a). On the other hand, by directly

evaluating from the global EXIT chart where the decoding
decoder in a parallel concatenation. The global EXIT charajectory and the transfer curve of the active branch meet,
depicts the mutual information concerning ta@riori values one can compute the points of the local EXIT chart where

L. (1) and the extrinsic values.(t;) = L(0;) — La(G;) — I, (x) = 0. This situation is shown in Fig. 7 for the local
L,(¢;). The global EXIT chart forE;, /Ny = 1 dB is shown and global EXIT charts depicted in Fig. 5 and Fig. 6. Note
in Fig. 6. that since theR, = 0.5, I ,(%x) = 0.5 I, ;(a) wherej =1

Note that due to the different code rates for the global arfior the upper branch (dashed arrows) gnd 2 for the lower
local systems, the corresponding local EXIT chart is depictethe (solid arrows).

in Fig. 5 for £, /Ny = —1.22 dB, i.e., In Fig. 8, we see the local EXIT chart fdf, /Ny = —1.77
1> 1> 5 dB. From this chart, we can observe that the decoding will
=t = +101logy =- (3) not converge for this SNR due to the intersection between
NolaB,r=1/5  NoldB,R=1/3 3 the transfer curves of the inner and outer decoder. It is

As expected from the analysis of the corresponding localorth noting that, in this example, the more local iterations
EXIT chart depicted in Fig. 5, the iterative decoding corare performed, the closer the transfer curves of the outer
verges. decoder lie to each other. This reflects the fact that there is
no further gain of information abodit. This is depicted in the
corresponding global EXIT chart of Fig. 9 when the transfer
) ~curves of each branch intersect. Note that, as stated in Eq. (5),
The analysis of both local and global EXIT charts providege point to where the transfer curves converge is exactly half

a good insightinto the iterative decoding procedure. Since thg the ordinate of the point where the transfer curves of the
lead to the same conclusion about the decoder convergengshal EXIT chart intersect.

a mathematical relation between them is to be expected. The
derivation of this relation is the subject of the present section.V. CONSTRUCTION OF THE LOCALEXIT CHART FROM
The local EXIT charts depict the relation between #he = THE TRANSFER CHARACTERISTIC OF THE INNER AND
priori and extrinsic information concerning the codewords OUTER CODES
of the outer decoder, i.e., it shows the relation betweenwe still need to show how to construct the local EXIT charts
I(x; La(x)) = Ino(%x) and I(x; Le (%)) = I o(%). Note that from the transfer characteristic of the inner and outer codes.
for finitely long sequences, the mutual information betweemoing this, reduces the design of good hybrid turbo codes to
some data sequenceand the corresponding-valuesL(x) the well known design of serially concatenated convolutional
is given by codes [9]. In order to construct the whole local EXIT chart,
. ey —xy L(% we must be able to compute tagriori information regarding
I =106 L(%) = B{1 ~logy(1 + e~ ")} (4) the message bitsl/{(11)) since for eachl, (i) (that remains
The global EXIT chart, instead, plots the mutual informationonstant during each local decoding operation) we will have
concerning the priori and extrinsic values regarding the in-a different transfer curve for the outer decoder.
formation bits, i.e.J(u; L,(0)) = I, ;(0) andI(u; Le(0)) = The problem can be formulated as follows: givEn, (%),
I, ;(t1) wherej = 1 (upper branch@ (lower branch). I o (%), and I (1), computel. (). It should be clear that

IV. RELATION BETWEEN LOCAL AND
GLOBAL EXIT CHARTS
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Fig. 8. Local EXIT chart for the example hybrid turbo code f6§/Np=0.5
dB (relating to the the whole system). Local decoders do not converge for
this SNR.
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Fig. 7. Depiction of the relation between the poifits, (x) = 0 in the local
EXIT chart and the global decoding trajectory for the example hybrid tu 0 : : : : : : : : :

code. Charts constructed fdf, /No = 1 dB (related to the global system). 0 01 02 03 04 s 0‘51 06 07 08 09 1
a,1;1e,2

- A Fig. 9. Global EXIT chart of a hybrid turbo code fdf; /No = 0.5 dB.
I, o(%X) and I, (%) can be evaluated from the EXIT chart of 9 Y b/No

the serial concatenation for a givép(a). Note thatl, (1) is

calculated recursively, that ig, (@), ¢ = I.(a);" forit,g > .

0, L,(0)}"9 = I(a)y9~" for it, g > 0, andI, (1)) = 0 where 5 o o o
. . . o5 =0, — 0 — 04 @)
it, g stands for the current global iteratfo(subscripts 1 and a ¢
2 stand for upper and lower branch, respectively). The bitwise mutual information of Gaussian log-likelihood
The soft output of the outer decoder concerning the infofatio distributions with variancer? and meany = o2/2
mation bits can be written as (symmetry condition) is given by thé(.) function with [8]
Le(0) = L(0) — Ly(0) — Lep(0). (6) L
oo =22/
where L., (@) is the intrinsic information concerning the J(o)=1- S logy[1+e7¢]de . (8)
uncoded bits. As indicated by simulations, we assume the —c0  V2mo

random variables involved to have a symmetric GaussianThe function.J(c) cannot be expressed in closed form, but
distribution. Under the Gaussian assumption and assumipg monotonically increasing and thus invertible. According
independence between the random variables involved, we ¢@1110] it can be closely approximated by

), 9)

2H
2Remember that we are assuming the upper branch to be decoded first. J(o) ~ (1— g~ Hio™2
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_ 1 I U
JHI) = (—Elogz(l — I'75))%, (10)

with H; = 0.3073, Hy = 0.8935, and H3 = 1.1064. The
variancesr2, 0%, ando? can be calculated inverting th.)
function

02 ~ TN (L)%, 03, & T (I (), 02 & T (1(0)?
where I.,(01) = I(u; Lew()) and I() = I(u; L()). Note

Paper 3

We also showed that for systematic encoding, the bitwise
mutual information regarding the codeword and its received
L-value ((x; L(x)) = I(x)) can be split into the information
related to the parity and the information bits. Based on this,
and on the independence of chanrelpriori, and extrinsic
information, we derived a relation that enabled us to compute
the a priori information regarding the message bif${)) at
the end of the local iterations what enables us to construct
the complete local EXIT chart for a given code from the

that I;,(1) can be inferred from the local EXIT chart fromtransfer characteristics of the outer and inner decoder of the

the point where the inner decoder information transfer curggrial concatenation. This reduces the analysis of the global
intersects the ordinate axig(1) can be calculated from the system to the study of a serial concatenated code, since the

local EXIT chart in the following way. convergence behavior of the global system can be predicted

SinceL(x) = Lo(X)+ La(x), and assuming that.(x) and from the local EXIT chart.

L.(%x) are independent Gaussian distributed variables, we can

write
2

Uz:

(11)
I(x) = J(oz). Finally,

2 2
Oc +Ga7

and thus computd (x; L(x))
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information bits. By means of Eq. (4), we can write

I(x) = I(0) - Ro + I1(p) - (1 = Ro), (12)

(1]
where R, is the rate of the outer code anf[p) is the
information regarding the parity-check bits. Assuming that the
L-values carry approximately the same amount of informatioff!
for every bit we can say that(a) = I(p) and then

I(0) ~ I(%). (13) @

Note that Eq. (5) can also be derived from (12) by noticing
that in the points of the local EXIT chart wherlg ,(%) =  [4]
0, the information about the parity bits equals zero, that is,
I(p) = 0. By means of Egs. (7), (8), (11), and (13), we cans]
compute the extrinsic information regarding the message bits
I.(0) and then compute the transfer curve of the outer decod
whenT, (@) # 0 thus deriving the complete local EXIT chart.
With the local EXIT chart and Eq. (5), we are able to predict
the convergence behavior of the global system without thg]
need of constructing the whole global EXIT chart. That is|g]
the convergence of the system may be predicted locally by
analyzing the local EXIT charts. [9]

VI. CONCLUSION

We derived the construction of local EXIT charts for &%
hybrid concatenation of convolutional codes that we named
hybrid turbo codes and showed the relation between the latter
and the global EXIT charts. It was shown that for points
in the local EXIT charts where tha priori information of
the outer decoder regarding the code bits is equal to zero
(Ia,0(%) = 0), a simple relation between local and global EXIT
charts is derived, i.e., for such poinis,(x) = R, - I, ;(Q)
where R, is the rate of the outer code and = 1 or 2
depending whether the upper or lower decoder was activated
in the parallel concatenation. This enables us to check the
convergence behavior of the global system through the local
EXIT chart.
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